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Resumo

Implementações de aprendizagem profunda mais rápidas e energeticamente eficientes beneficiarão

certamente várias áreas, especialmente aquelas com sistemas que possuem limitações de energia e

de carga, tais como dispositivos aéreos e espaciais. Sob esta premissa, os formatos de baixa precisão

demonstram ser uma forma eficiente de reduzir não só a utilização de memória, mas também os re-

cursos de hardware e respetivo consumo energético em aprendizagem profunda. Particularmente, o

formato numérico posit parece ser um substituto altamente viável para o sistema de vírgula flutuante

IEEE, mas ainda pouco explorado para o treino de redes neuronais. Alguns resultados preliminares

mostram que posits de 8 bits (ou menos) podem ser utilizados para inferência e posits de 16 bits para

treino, mantendo a precisão do modelo. O trabalho apresentado visa avaliar o treino de redes neuron-

ais convolucionais com posits de precisão inferior ou igual a 16 bits. Para tal, foi desenvolvida uma

software framework que permite utilizar posits e quires para aprendizagem profunda. Em particular,

permitiu treinar e testar modelos com qualquer tamanho de bits e ainda com configurações de precisão

mista, adequado a diferentes requisitos de precisão. Foi ainda avaliada uma variação do formato posit

com underflow.

Os resultados obtidos sugerem que o posit de 8 bits consegue substituir o formato simples de vírgula

flutuante de 32 bits numa configuração de treino mista com posits de baixa precisão, sem qualquer

impacto na precisão resultante. Além disso, a precisão obtida para testes com posits de muito baixa

precisão aumentou com a introdução de underflow.

Palavras-chave: Formato numérico posit, aritmética de baixa precisão, redes neuronais

profundas, treino, inferência
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Abstract

Faster and energy-efficient deep learning implementations will certainly benefit various application do-

mains, especially those deployed in systems with energy and payload limitations, such as aerial and

space devices. Under this premise, low-precision formats have proven to be an efficient way to reduce

not only the memory footprint but also the hardware resources and power consumption of deep learn-

ing computations. For this purpose, the posit numerical format stands out as a highly viable substitute

for the IEEE floating-point, but its application to neural networks training still requires further research.

Some preliminary results have shown that 8-bit (and even smaller) posits may be used for inference

and 16-bit for training while maintaining the model accuracy. The presented work aims to evaluate the

feasibility to train deep convolutional neural networks using posits, focusing on precisions less than or

equal to 16 bits. For such purpose, a software framework was developed to use simulated posits and

quires in end-to-end deep learning training and inference. This implementation allowed to train and test

deep learning models using any bit size, configuration, and even mixed-precision, suitable for different

precision requirements in various stages. Additionally, a variation of the posit format able to underflow

was also evaluated for low-precision posits.

The obtained results suggest that 8-bit posits can replace 32-bit floats in a mixed low-precision

posit configuration for the training phase, with no negative impact on the resulting accuracy. Moreover,

enabling posits to underflow increased their testing accuracy for very low precisions.

Keywords: Posit numerical format, low-precision arithmetic, deep neural networks, training,

inference
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1.1 Motivation

Humankind has for long been curious about understanding the mind and what it means to be intelligent.

Research about modern Artificial Intelligence (AI) began mid-1950s [1] and the Perceptron algorithm

was introduced in 1958 [2], which then gave rise to the research about Neural Networks (NNs) [3].

Around 1960, different complexity cells were found in the cat’s visual cortex, which later inspired DNN

architectures [3]. Quoting Lex Fridman, “the best way to understand the mind is to build it” [4].

As mentioned by Thompson [5], in the past, as NNs got increasingly complex, the available com-

puting power was starting to limit its growth. It was clear that deeper NNs were necessary to improve

performance, but the technology of the 1960s could not deliver it [6]. This would become one of the

reasons for what was later called AI Winter, which was only escaped after decades of improvement in

hardware performance.

Nowadays, DL is one of the hottest topics in research, spanning across multiple scientific areas. It

has shown human-like performance, or even better, in problems such as: image classification [7], object

detection [8], machine translation [9], etc. Moreover, due to the digitization of the world, there are now

large amounts of data that can be used to train deeper, more flexible, and general models [5].

To illustrate how DL algorithms are becoming more complex and more expensive, take for example

the recently announced model GPT-3, from Open AI [10]. This model is composed of 175× 109 param-

eters [10], which contrasts to the human brain, with 100× 109 neurons and a total number of synapses

estimated to be between 1014 and 1015 [1]. GPT-3 shows a strong performance on various Natural Lan-

guage Processing (NLP) datasets and is even able to generate articles that evaluators have difficulty

distinguishing from human written ones [10].

Although the brain internal structure may not be directly comparable to an Artificial Neural Network

(ANN), one may wonder what performance level will be achieved when DNN models are implemented

with as many parameters as the human brain. However, some may claim that DL is reaching its limits

[11], since hardware performance is not being able to follow the DL growth, as shown in Figure 1.1

[5]. As it happened in the past, to achieve better performance in DL, improving the modern computing

hardware may be more important than advances in algorithms [3, 12].

Most computations that are done in DL use IEEE 754 single-precision floating-point values [13],

commonly known as float. However, recent research has shown that it is possible to achieve similar

or comparable precision with smaller floating-point values [14, 15], or even with other data types, as

mentioned in [16]: fixed-point [17], 8-bit integer [18], binary representations [19], etc. This alternative

data formats may reduce the memory footprint and energy consumption by operation.

In 2017 [20], Gustafson proposed a new data type named posit, designed as a direct drop-in re-

placement for float that provides a larger dynamic range, higher accuracy, and simpler hardware and

exception handling. Moreover, a Posit Processing Unit (PPU) takes less circuitry and uses less power

than an IEEE float Floating-Point Unit (FPU) [20], which can be exploited in deep learning applications

to obtain superior performance for a smaller cost.

Some research regarding the use of posits on DL has already been made, firstly about inference and,
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more recently, about training. The obtained results show that when using low-precision 8-bit posits, one

can achieve a better accuracy than other low-precision formats and comparable to 32-bits floats [21].

Under these premises, this thesis focuses on using low-precision posits (simulated via software)

for end-to-end DNN training and inference, namely, its use in known Convolutional Neural Networks

(CNNs) models. Moreover, it proposes a mixed precision configuration that allows to perform most of

the computations using posits of 8 bits or less. Faster computations using 8-bit posits instead of 32-bit

floats would result in much lower memory and power consumption [22]. As part of this work, a framework

for DL with NNs was developed from scratch, giving the reader a better insight on the operations behind

DNNs and on the posit numerical format.

If the models are able to achieve a similar performance using posits instead of 32-bit floats, the en-

ergy efficient nature of the posit would certainly benefit several real-time applications. One of the earliest

evaluations of posits for DL focused in autonomous driving [23], but other energy efficient applications

may include computer vision tasks performed by small satellites or drones, whose period of operation is

frequently limited by the size of the battery on-board. Another interesting characteristic of posits is that

they do not overflow nor underflow, so they may prove very useful for calculations prone to numerical

instabilities, such as attitude estimation and non-linear control.

Figure 1.1: Analysis of the growth of the computing power demanded by DL against the hardware
performance in (a), and the performance of various image classification models against the number of
computations (normalized to the CNN AlexNet) in (b), as presented by Thompson et al. in [5] (2020).
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1.2 Objectives

The main objective of this dissertation is to evaluate the use of posits in conventional DNNs, both for

inference and training. Posit is a data format that was introduced only in 2017 [20] and there is still much

ongoing research regarding its applications and performance. Therefore, the starting point of this work

was to get familiar with this novel data format.

Since there was no hardware implementation of Posit Arithmetic for DNNs during most of the time

of this research, a software implementation was used to study its application in this field. In fact, some

preliminary research about using posits for DNN inference and some incipient studies about training

were available, however, deeper NNs such as conventional CNNs remained unexplored at the beginning

of this thesis. Moreover, while many studies show that 16-bit posits can replace 32-bits for DNN training,

smaller precisions fail to converge.

Thus, the main objectives of this thesis can be summarized as:

• Train DNNs with posit precisions smaller than 16-bits;

• Evaluate the performance of CNN models with the posit format;

• Devise techniques to improve the accuracy achieved by models trained with low-precision posits

(e.g. exploit uneven precision requirements in different layers and/or stages of DL);

• Discuss how the most recent version of the Posit Standard [24] compares to the available one [25].

It is worth noting that the results obtained with this work will show how posits compare to floats or

other formats in terms of accuracy in DNNs applications. Some takeaways about their performance and

energy consumption may be estimated when combined with some existing studies about posits and that

topic, but solid conclusions will require a hardware implementation capable of replacing the software

simulation of posit arithmetic employed in this work.

1.3 Original Contributions

The original contributions made during this dissertation can be presented as follows:

• Proposal of new techniques to improve the performance achieved by DNN using posits (e.g. mixed

precision, underflow, etc.);

• An open source framework1 for DL with NN using the posit format:

– The posits are simulated with an existing library that supports any posit configuration;

– Supports mixed precision and the accumulation of exact sums of products using quires;

– Developed in C++ and using C++11 parallel threads to increase performance;

– Designed with an API similar to the popular framework PyTorch.
1Available at: https://github.com/hpc-ulisboa/posit-neuralnet
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• A comprehensive analysis of training and inference implementations with a low-precision posit

format:

– How the chosen posit configuration affects the training of DNNs;

– Post training quantization inference with {3..8}-bit posits;

– Results of conventional CNNs implemented with 8-bit posits.

• First known analysis of the most recent Posit Standard and its usage for DNNs.

The contributions of this thesis have been partially submitted for publication in:

[26] G. Raposo, P. Tomás, and N. Roma. PositNN: Training Deep Neural Networks with Mixed Low-

Precision Posit. In ICASSP 2021 - 2021 IEEE International Conference on Acoustics, Speech and

Signal Processing (ICASSP), Oct. 2020. (submited and under review)

1.4 Thesis Outline

This Master of Science (MSc) dissertation is structured in multiple chapters, each addressing a relevant

topic for this research work:

• Chapter 2 aims to give the reader a brief introduction to DL, numerical formats, and the use of low-

precision arithmetic in DNNs. In what concerns DL, NNs are explained as well as the main layers

used. Then, some important DNNs architectures, datasets, and frameworks are presented to later

evaluate this work. It is followed by an overview of existing numerical formats, namely: floating-

point, fixed-point, posit, and variations of posit. Regarding the posit format, a brief inspection

of various implementations is presented. At last, the most relevant literature about DL with low-

precision and, specifically, with posits is summarized.

• Chapter 3 covers the implementation of a DL framework that is able to use posits. The main

decisions and characteristics of its development are presented, such as: how posit variables are

manipulated with multidimensional arrays, the implementation of the forward and backward prop-

agation of the most relevant layers, and how it was optimized with multithreading.

• Chapter 4 gives a better insight on how using posit arithmetic affects DNN training. To do so, vari-

ous results of a CNN trained using the proposed DL framework for posits are presented. Moreover,

some techniques to maintain the model accuracy while using low-precision posits are described

and evaluated, such as: accumulating with quires, using mixed precision, improving the operations

accuracy, and allowing posits to underflow.

• Chapter 5 uses the acquired knowledge regarding DL with posits and showcases the best results

achieved with the proposed DNN framework on some conventional CNNs. This results are divided

into training (fully implemented with posits) and inference (training done with floats and quantization

to posits). The considered datasets were MNIST, Fashion MNIST, CIFAR-10, and CIFAR-100,
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which were trained with the models LeNet-5 and a variation of CifarNet. From those results, a

brief discussion about the most recent Posit Standard is presented. Furthermore, the framework

performance is evaluated in terms of the speedup provided by parallelization.

• Chapter 6 summarizes the developed investigation by recalling the implemented framework, its

features, and achievements. At last, considerations about the future work of deep learning with

low-precision posits and some relevant remarks are presented.
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To define the background behind the implementation of deep learning with approximate computing,

it is important to first understand its two main topics: deep learning and numerical formats. For that

purpose, this chapter will start with a brief overview about DL and how it can be used to train and

evaluate different models. Then, some important DNNs, datasets, and frameworks will be presented,

allowing for a better evaluation of this work. Most data used in DL is mainly composed of real numbers

so it is important to understand how they are stored digitally. In this sense, various numerical formats

will be exposed, as well as the novel posit format [20]. This chapter will finish with a brief survey of the

research that has been done regarding DL using low-precision formats and, more specifically, posits.

2.1 Deep Learning

Deep learning is a specific subfield of machine learning – models that learn useful representations from

input data. In DL, the models are structured in what is called an Artificial Neural Network (or simply,

Neural Network), which is a biologically inspired structure that received its name due to the way it

relates a given input to a generated output. The unit element of a NN is the neuron – a node that is

connected to other nodes through certain operations, resembling biological neurons connected through

synapses. A layer consists of a group of neurons that are connected in a distinctive way, which may also

be characterized by a set of parameters used for the operations performed between them. In ANNs,

multiple layers are stacked in sequence to perform a series of operations to the input.

layer 0 layer 1 layer 2

a3
1

a1
2

w13
2

Figure 2.1: Example of a 2-layer neural network of arbitrary dimensions.

Figure 2.1 shows an example of a neural network. Each circle represents a neuron and the arrows

between them are their connections. Layer 0 is the input layer, layer 1 is an intermediate layer, and layer

2 is the output layer. One relevant characteristic of a model is its depth `, which corresponds to the

number of layers that form that NN. Typically, the input layer does not count for the number of layers of

the network, therefore, the depth of this model is ` = 2.
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The general mathematical formulation of a neuron i in a layer l > 0 is

zli = bli +
∑

j∈previous layer

wlija
l−1
j , (2.1a)

ali = g
(
zli
)
, (2.1b)

where zli is an intermediate output, wlij are the weights that relate the output of previous neurons al−1j

to the current one ali, b
l
i is a bias, and g is a non-linear activation function. The mathematical theory is

relatively simple, which, in conjunction to the ability of using many successive layers, allows the model

to learn quite complex relationships and achieve state of the art performance in multiple tasks.

Deep learning refers to deeper NN architectures, with lots of parameters that are usually trained on

large datasets. The large flow of data and relatively simple formulation makes it “a hands-on discipline

in which ideas are proven empirically more often than theoretically” [27].

The present work focus on a branch of machine learning algorithms called supervised learning, which

is also the most common one. This branch consists of algorithms where the model learns how to map

input data to known targets (labeled data) and it is mostly used in classification and regression problems.

Nonetheless, there are other branches such as: unsupervised learning, self-supervised learning, and

reinforcement learning [27].

2.1.1 Inference and Training

The ultimate objective of DL is to obtain a meaningful output after applying a model to a given input. This

process is referred to as inference. Usually, the output of the model (ŷ) corresponds to the activations of

the last layer (a`), but it may also be the result of an additional calculation after the last layer (e.g. in image

classification problems, the activations of the last layer resemble probabilities and ŷ will correspond to

the index of the neuron with the highest probability).

Conversely, the process of updating the network parameters to achieve a better performance is

referred to as training and it is no more than a minimization of a loss/cost function. Training is, therefore,

more computationally demanding when compared to inference, since it also performs an inferring step,

followed by the optimization of the parameters, in function of the obtained results. It is also important

to mention that, while training aims to minimize a chosen loss function (e.g. cross entropy), the model

performance (e.g. accuracy) might not improve correspondingly, since the two might not necessarily

measure the same thing [28]. Moreover, this optimization occurs for the data used during the training

phase, which may differ from that used in other evaluations and/or result in a model that fits the training

data too well at the expense of generalization – overfitting problem.

Considered a labeled training set with a total of Nt samples, T = {(x(n), y(n)), n = 1, . . . , Nt}, where

x(n) are the inputs and y(n) the target outputs. The most popular algorithm to train NNs is the gradient

descent [29–31]. This algorithm is a way to minimize the empirical risk, defined as

R =
1

N

N∑
n=1

L
(
y(n), ŷ(n)

)
, (2.2)
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where N is the number of considered samples, L is a loss function that measures how different the

output values are from the target ones, and ŷ(n) is the network output for the input x(n). This is achieved

by updating the model weights in the opposite direction of the gradient of R:

w(t+ 1) = w(t)− η ∂R
∂w

∣∣∣∣
w(t)

, (2.3)

with w(t) being the model parameters at step t and η a factor referred to as learning rate/step.

There are multiple variants of the gradient descent, differing in the number of samples used to cal-

culate the accumulated gradient2. Batch gradient descent is computed based on the entire training set

at once (N = Nt), which can be very slow for large datasets. On the other hand, in an online gradient

descent approach the parameters are updated based on only one sample (N = 1), resulting in high

fluctuations of the empirical risk function. Mini-batch gradient descent is a mix of the previous two and

it is the most common on deep learning frameworks. For this variant, the training set is divided into

various subsets that are used in each parameter update (N = batch size), such that the gradient may

be calculated as
∂R
∂w

=
1

N

N∑
n=1

∂L(n)

∂w
. (2.4)

The last term of Equation (2.4) may be calculated using the chain rule, as explained in [31, 32]. For

a given input sample (omitting the superscript (n)) and a weight wlij , it can be generally calculated as

∂L

∂wlij
=
∂L

∂zli

∂zli
∂wlij

= al−1j

∂L

∂zli
. (2.5)

The term ∂L
∂zli

may be expanded using the chain rule and the derivatives from Equations (2.1a) and (2.1b):


∂L

∂zli
=
∂L

∂ali

∂ali
∂zli

∂L

∂ali
=

∑
m∈next layer

∂L

∂zl+1
m

∂zl+1
m

∂ali

⇒


∂L

∂zli
=
∂L

∂ali
g′
(
zli
)

for all layers,

∂L

∂ali
=

∑
m∈next layer

∂L

∂zl+1
m

wl+1
mi for all layers except last.

(2.6)

Note that, if the activation function is the identity function, then ∂L
∂zli

= ∂L
∂ali

. The sum used to calculate this

last term refers to the next layer, so it is usual to implement the computation of Equation (2.6) backward,

from the last layer to the first. In practice, each layer receives ∂L
∂ali

, referred to as error or output gradient,

and computes the propagated error ∂L

∂al−1
j

. Hence, the errors are propagated through the network in the

backward direction, making up an algorithm known as backpropagation. The presented formulation was

based on a network with generalized layers. Naturally, the implementations will specialize differently

depending on the layer type.

2The number of samples per iteration, or batch size, is not to be confused with the number of epochs, which is the number of
passes through the entire training dataset.
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2.1.2 Main Deep Learning Layers and Functions

Instead of the representation of a neural network illustrated in Figure 2.1, a more common approach is

to think of it as block diagram, where each block will represent the function performed by each layer.

Therefore, for these diagrams, the boxes represent the layers and the arrows correspond to their inputs

and outputs, whose dimensions will depend on the number of neurons that the layers connect (numbers

bellow the arrows). Figure 2.2 illustrates the block diagram representation of the same 2-layer NN.

La
ye

r 
1

3 4 2

L
ay

e
r 

2

Figure 2.2: Block diagram of the 2-layer neural network example of Figure 2.1.

When structuring a neural network, the choice of the layers and functions depends a great deal on

the type of problem to solve. Next, it will be presented the most common layers and functions used in

DL classification problems.

Linear Layer

The linear layer, also referred to as Fully Connected (FC) or Dense layer, is equivalent to the generalized

layer used for the NN in Figure 2.1. It takes an input of size p and transforms it into an output of size q

through a matrix multiplication. The connections between input and output neurons are organized in a

weight matrix of size q × p plus an optional bias vector of size q,

wij =


w11 w12 . . . w1p

w21
. . .

...
...

. . .
...

wq1 . . . . . . wqp

 and bi =


w10

w20

...

wq0

 . (2.7)

By considering this formulation, the forward propagation, weight gradient, and backward propagation

may be computed as in Equations (2.1a), (2.5) and (2.6), respectively, where the sums of products may

be computed as matrix multiplications.

Convolutional Layer

The convolutional layer is an important building block of CNNs, characterized by a convolution operation

applied over an input data, corresponding to the implementation of a filter. This convolution may be

performed in any dimension, but since this thesis focus on the image classification task, the 2D and

3-dimensional (3D) implementations will be presented. One benefit of the convolutional layer over a

fully connected layer is the ability to capture spatial and temporal dependencies, since the input does
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not need to be flattened. Multiple convolutional layers may be applied to an image, each extracting a

different level of features that result in a meaningful representation of the data. This is inspired by the

organization of the visual cortex, where different cells fire to different properties of the visual input [3].

By definition, the convolution is the result of sliding a filter/kernel over an input sample, computing

the product of the input and the filter in the overlapped region (window), and summing for each filter

position. However, most DL frameworks actually compute the cross-correlation but call it convolution,

since the latter first flips the kernel before sliding it over the input sample. Nonetheless, the cross-

correlation avoids that additional step of flipping the kernel and the results are equivalent (as long as the

backpropagation is also consistent). Therefore the convolution (actual cross-correlation) is computed

as:

zi2i1 =

Hw∑
k2=1

Ww∑
k1=1

j1=i1+k1−1
j2=i2+k2−1

xj2j1wk2k1 = x ∗ w, (2.8)

where zi2i1 is the convolution output, Hw is the height of the window/kernel, Ww is the width, xj2j1 is the

input, wk2k1 is the filter, and ∗ represents the convolution operator.

As an example, assume an input sample x of size 3 × 3 and a filter w of size 2 × 2. The filter slides

over the image as depicted in Figure 2.3. Hence, the result of the convolution, may be computed as in

Equation (2.9a), which can be equivalently calculated by a matrix multiplication as in Equation (2.9b).

x11 x12 x13

x22x21 x23

x32x31 x33

w12w11

w22w21

(a) z11

x11 x12 x13

x22x21 x23

x32x31 x33

w12w11

w22w21

(b) z12

x11 x12 x13

x22x21 x23

x32x31 x33

w12w11

w22w21

(c) z21

x11 x12 x13

x22x21 x23

x32x31 x33

w12w11

w22w21

(d) z22

Figure 2.3: Overlaps of image and kernel (windows) that originate the convolution output z.


x11 x12 x13

x21 x22 x23

x31 x32 x33

 ∗
w11 w12

w21 w22

 =


x11w11 + x12w12+
+x21w21 + x22w22

x12w11 + x13w12+
+x22w21 + x23w22

x21w11 + x22w12+
+x31w21 + x32w22

x22w11 + x23w12+
+x32w21 + x33w22

 , (2.9a)


w11 w12 0 w21 w22 0 0 0 0

0 w11 w12 0 w21 w22 0 0 0

0 0 0 w11 w12 0 w21 w22 0

0 0 0 0 w11 w12 0 w21 w22


︸ ︷︷ ︸

A

·



x11

x12

x13

x21

x22

x23

x31

x32

x33



=


z11

z12

z21

z22

 . (2.9b)
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When applying a convolution layer to image data, the input al−1 may have more than 1 channel (e.g.

an ordinary colored image has 3 channels), thus, the filter shall also have such additional dimension

and the same size. This layer may also generate an output with more than 1 channel, so the number

of filters and biases is increased proportionally. Therefore, the convolutional layer is characterized by

a weight tensor w of shape {Cout, Cin, Hw,Ww} and a bias b of size Cout, where Cout is the number of

output channels and Cin is the number of input channels. The calculation of the output zli1i2i3 of this layer

is only slightly different than the formulated in Equation (2.8), due to the extra dimension and bias:

zli3i2i1 = bli3 +

Cin∑
k3=1

Hw∑
k2=1

Ww∑
k1=1

j1=i1+k1−1
j2=i2+k2−1

al−1k3j2j1
wli3k3k2k1 = bli3 +

Cin∑
k3=1

al−1k3
∗ wli3k3 . (2.10)

By extending the previous example with an input sample x, a filter w, and a bias b, with shapes

{3, 3, 3}, {1, 3, 2, 2}, and {1}, the first entry of the output of this layer would be calculated as represented

in Figure 2.4.

x11 x12 x13

x22x21 x23

x32x31 x33

x111 x112 x113

x122x121 x123

x132x131 x133

w1112w1111

w1122w1121

x11 x12 x13

x22x21 x23

x32x31 x33

x211 x212 x213

x222x221 x223

x232x231 x233

x11 x12 x13

x22x21 x23

x32x31 x33

x311 x312

x322x321 x323

x332x331 x333

w1212w1211

w1222w1221

w1312w1311

w1322w1321+b1 ++ = z111

Figure 2.4: Computation of the first element of a convolutional layer output z, given an input sample x,
a filter w, and a bias b, with shapes {3, 3, 3}, {1, 3, 2, 2}, and {1}, respectively. colored regions represent
sums of the products of the overlapped elements of each input channel.

The convolution layer is characterized by 3 more options: stride, padding, and dilation. The stride of

the convolution is the number of steps the kernel takes when sliding over the image. Figure 2.3 is an

example of a convolution with the default stride of 1, since the kernel moves one place at a time. The

padding of the convolution is the number of elements added to the borders of the images – the default

value is 0. The dilation controls the spacing between the elements of the kernel, with the normal spacing

being 1. Equation (2.11) shows an example of a matrix that is dilated by 2 and then padded by 1. Lastly,

the size of the output of the convolution layer will correspond to Equation (2.12).


x11 x12 x13

x21 x22 x23

x31 x32 x33

 dilation−−−−→
=2



x11 0 x12 0 x13

0 0 0 0 0

x21 0 x22 0 x23

0 0 0 0 0

x31 0 x32 0 x33


padding−−−−→

=1



0 0 0 0 0 0 0

0 x11 0 x12 0 x13 0

0 0 0 0 0 0 0

0 x21 0 x22 0 x23 0

0 0 0 0 0 0 0

0 x31 0 x32 0 x33 0

0 0 0 0 0 0 0


. (2.11)
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output size =
input size + 2× padding− dilation× (kernel size− 1)− 1

stride
+ 1 (2.12)

In the particular case of the computation of the backward propagation of the error (computing ∂L
∂al−1 ),

if one represents the convolution in a similar matrix multiplication as the one in Equation (2.9b), then it

immediately takes the form of Equation (2.6). This would correspond to multiplying the transpose of A

with the propagated error ∂L
∂zl

[33]. Nonetheless, this operation also has its dual – transposed convo-

lution. To avoid formulating the transposed convolution, the same result may be achieved, as derived

in [34, 35], by a convolution of the propagated error ∂L
∂zl

and a 180◦ rotated version of the filter/weight

tensor wl with the Cout and Cin dimensions swapped and:

• stride = 1

• padding = (kernel size− 1)× forward dilation− forward padding
• dilation = forward dilation
• error tensor dilation = forward stride

The weight gradient may be computed, as demonstrated in [36, 37], by a convolution of the layer

input al−1 and the propagated error ∂L
∂zl

. However, the convolution is slightly different, since the input

channels are considered individually and convolved with each error channel, originating the Cout × Cin

kernels of the weight tensor. The convolution parameters are:

• stride = forward dilation
• padding = forward padding
• dilation = forward stride

The bias gradient will simply correspond to the sum of the propagated error along its rows and columns.

Pooling Layer

This layer applies a pooling operation to an input and has no associated weights nor activation function.

It is mostly used in CNNs, since it allows to downsample feature maps, improve robustness against local

changes, and decrease the computational complexity [27]. Similar to a convolution, there is a window

that slides over an “image” and performs an operation for each overlap. This layer is characterized by

the same options as a convolutional layer: stride, padding, and dilation – however, the default stride is

the kernel size, so that the windows do not overlap.

The most popular pooling layers perform a 2D average pool or a maximum pool. Average pooling

consists of calculating the average of the elements of each window, while in maximum pooling the

maximum value of each window is selected. Equation (2.13a) shows the result of average pooling a

4× 4 matrix x by a kernel of size 2× 2 and Equation (2.13b) is its general formulation. Equations (2.14a)

and (2.14b) are the equivalent but for maximum pooling.

When applying this layer in the backward propagation formulation, the error may be propagated using

the chain rule and the derivatives of Equations (2.13b) or (2.14b). Consequently, in the average pooling

layer, each node j from the window that originated the node i is assigned the value of ∂L
∂zli

divided by the

number of elements of the window. In the maximum pooling layer, the node j that was the argmax of
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the window is assigned the value of ∂L
∂zli

, while the others are assigned 0. Equations (2.13c) and (2.14c)

formalize the backpropagation for each type of pooling, respectively.


x11 x12 x13 x14

x21 x22 x23 x24

x31 x32 x33 x34

x41 x42 x43 x44


average pooling−−−−−−−−−−→


x11 + x12 + x21 + x22

4

x13 + x14 + x23 + x24
4

x31 + x32 + x41 + x42
4

x33 + x34 + x43 + x44
4

 , (2.13a)

zli =
1

HwWw

∑∑
j∈window

al−1j , (2.13b)

∂L

∂al−1j

∣∣∣∣∣
j∈window

=
∂L

∂zli

∂zli
∂al−1j

=
∂L

∂zli

1

HwWw
; (2.13c)


x11 x12 x13 x14

x21 x22 x23 x24

x31 x32 x33 x34

x41 x42 x43 x44


maximum pooling−−−−−−−−−−→


max {x11, x12, x21, x22} max {x13, x14, x23, x24}

max {x31, x32, x41, x42} max {x33, x34, x43, x44}

 , (2.14a)

zli = max
j∈window

{
al−1j

}
, (2.14b)

∂L

∂al−1j

=
∂L

∂zli

∂zli
∂al−1j

=


∂L

∂zli
if j is argmax of window,

0 otherwise.
(2.14c)

Dropout

Dropout is one of the most common and effective regularization techniques applied to NNs [27, 38].

The main aim of a regularization step is to promote the generalization of the network, improving its

performance with unseen data. During training, the dropout layer receives an input tensor, randomly

fills it with zeroes (with probability p), and outputs it scaled by 1
1−p [39]. This technique improves the

classification performance because it forces different subsets of the network to train, improving their

independence and redundancy. During inference, no elements are zeroed nor scaled, it simply computes

the identity function.

The backward propagation formulation may be derived from the chain rule and ensues the same

principle: nodes that were zeroed out during the forward propagation are zeroed out again, otherwise,

they are scaled by the same factor.
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Activation Functions

The activation function is usually a non-linear operation that is applied after all the computations of a

given layer (such as Linear or Convolutional), as defined in Equation (2.1b). Without such non-linear ac-

tivation function, a layer would only be able to learn linear transformations, restricting the modeling ability

of the network, even with multiple layers. By introducing such non-linearity, it provides the model with

the capability of approximating non-linear functions and of benefiting from deeper structures [27]. Some

common non-linear activation functions are: Sigmoid, TanH, and ReLU [39] – their choice depending on

the problem at hand.

Sigmoid is an activation function with a characteristic "S"-shape curve, mapping its arguments be-

tween 0 and 1. Because of its range, This function is especially used in problems where the output

corresponds to a predicted probability. However, as the input values are farther from the center, their

derivatives tend to become more flat, which correspond to gradients that are small or have vanished,

which may lead to the training getting stuck. Equations (2.15a) and (2.15b) define the formulations that

are used during forward and backward propagation, respectively.

g
(
zli
)
= sigmoid

(
zli
)
= σ

(
zli
)
=

1

1 + e−z
l
i

, (2.15a)

g′
(
zli
)
= −

(
−e−zli

)
(
1 + e−z

l
i

)2 =
1

1 + e−z
l
i

·
(
1− 1

1 + e−z
l
i

)
= σ

(
zli
)
·
(
1− σ

(
zli
))
. (2.15b)

TanH is an activation function very similar to sigmoid, since it is also "S"-shaped, but its arguments

are mapped between -1 and 1. It has stronger gradients, but it still may have vanishing gradients. One

advantage of this mapping is that the sign of the input is not lost. Equations (2.16a) and (2.16b) define

the formulations that are used during forward and backward propagation, respectively.

g
(
zli
)
= tanh

(
zli
)
=
ez

l
i − e−zli

ez
l
i + e−z

l
i

= 2 · σ
(
2 · zli

)
− 1, (2.16a)

g′
(
zli
)
=

(
ez

l
i + e−z

l
i

)2
−
(
ez

l
i − e−zli

)2
(
ez

l
i + e−z

l
i

)2 = 1−

(
ez

l
i − e−zli

)2
(
ez

l
i + e−z

l
i

)2 = 1− tanh2
(
zli
)
. (2.16b)

ReLU is the most popular activation function in deep learning [27]. Its implementation consists of

setting negative values to 0 and leaving the others unchanged. Some advantages of this function are

the non-saturation of its gradient [7], sparser networks [40], and less expensive operations compared

to sigmoid or TanH. Moreover, ReLU does not have the vanishing gradient problem for values far from

zero, although it still has a similar one (called dying ReLU problem), caused by the derivative of neg-

ative values being zero. Nonetheless, this function is usually preferred due to the advantages above.

Equations (2.17a) and (2.17b) define the formulations that are used during forward and backward prop-
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agation, respectively.

g
(
zli
)
= relu

(
zli
)
= max

(
0, zli

)
, (2.17a)

g′
(
zli
)
=

0 if zli < 0,

1 if zli > 0.

(2.17b)

The derivative is not defined for zli = 0. Usually, one extends g′ (0) = 0 to obtain a sparser result.

Figure 2.5 illustrates the sigmoid, TanH, and ReLU activation functions, respectively.

4 2 0 2 4
z

0.0

0.2

0.4

0.6

0.8

1.0

g(
z)

Sigmoid

(a) Sigmoid

4 2 0 2 4
z

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

g(
z)

TanH

(b) TanH

4 2 0 2 4
z

0

1

2

3

4

5

g(
z)

ReLU

(c) ReLU

Figure 2.5: Activation functions: Sigmoid, TanH, and ReLU, respectively.

2.1.3 Loss Functions

The role of the loss function (L) was presented when explaining the training procedure of neural net-

works, where the objective was to minimize it. This function is used as a sort of distance between the

network output and the corresponding target. As one would expect, the choice of the loss function will

greatly impact the training process, in terms not only of the achieved performance, but also of the re-

quired time to do it. The empirical risk R, presented in Equation (2.2), is often also referred to as loss

function.

Mean Squared Error (MSE)

For regression problems, the most common loss function is the Squared Error [41], also known as Mean

Squared Error (MSE) [39] (if one averages the squared errors along the output nodes a` = y). It is

computed as:

L (y, ŷ) =
∑

i∈last layer

(yi − ŷi)2 . (2.18)

Since it calculates the square of the error, this function is more sensitive to outliers. Its gradient is

proportional to the error:
∂L

∂yi
= 2 · (yi − ŷi) . (2.19)

Although unusual, this loss can also be used for classification problems, by assigning a probability of 1

to the target class and 0 to the others.
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Cross Entropy

For classification problems, the Cross Entropy loss is a better choice. It is mostly useful for multi-class

problems, by combining a softmax and a Negative Log Likelihood (NLL) function [39, 41]. For this type

of problems, the target is usually specified as the index of the target class (ŷ). Thus, its values are

calculated for the last layer ` as:

S
(
a`
)
i
=

exp
(
a`i
)∑

j∈last layer
exp

(
a`j
) , (2.20a)

L
(
a`, ŷ

)
= − log

(
S
(
a`
)
ŷ

)
. (2.20b)

Hence, the softmax function S value can be interpreted as the predicted probability for a given class,

since it will assign values between 0 and 1 and the sum of the softmax values of all the different classes

is 1. Thus, the minimization of the cross entropy loss is analogous to obtaining the maximum likelihood

estimation for the network weights with the softmax as the probability distribution. Its gradient can be

computed as:

∂L

∂a`i
= − 1

S (a`) ŷ

∂S
(
a`
)
ŷ

∂a`i
=

S
(
a`
)
ŷ
− 1 for i = ŷ,

S
(
a`
)
i

otherwise.
(2.21)

2.1.4 Optimizers

The optimizer is the procedure that is executed to update the network parameters. The most popular

one is the gradient descent algorithm, presented in Section 2.1.1. Depending on the number of samples

used in each update, some other variants of this algorithm may be used, with mini-batch being the

most common choice. In addition to varying the size of the mini-batch, there are more variations of the

gradient descent algorithm, where the update step, formulated in Equation (2.3), is slightly different. The

most important optimizer algorithms will be briefly presented in the following paragraphs [30].

Stochastic Gradient Descent (SGD)

SGD [42] is no more than a basic implementation of the mini-batch or online gradient descent class

of algorithms. It approximates the actual gradient of the entire dataset by the gradient of a small ran-

dom/shuffled mini-batch. The weight update is characterized by the learning rate/update step η, which

is the same for all the parameters. However, this learning rate may be constant or be adjusted through-

out the training process with a certain learning rate schedule. Although this algorithm may have a slow

convergence, it can be accelerated by implementing a momentum term v (velocity) in the weight update.

A common analogy to this term is to imagine a ball accelerating down a hill that keeps moving in the
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same direction, even if it finds a small valley (local minima). This algorithm may be formulated as:

v(t+ 1) = γv(t) + η
∂R
∂w

∣∣∣∣
w(t)

, (2.22a)

w(t+ 1) = w(t)− v(t+ 1), (2.22b)

where γ is a momentum rate usually set to 0.9 (or similar).

Although the momentum term is good to speed up the convergence of SGD, if set too large, it has the

potential to overshoot. Nesterov Accelerated Gradient (NAG) [43] implements a “smarter” momentum,

where the gradient is calculated at an estimate of the next set of weights, as indicated in Equation (2.23).

This look-ahead technique not only makes the algorithm to not overshoot too much, but it also makes it

more responsive. Its implementation is slightly different from the one previously presented:

v(t+ 1) = γv(t) + η
∂R
∂w

∣∣∣∣
w(t)−γv(t)

. (2.23)

Root Mean Square Propagation (RMSprop)

One disadvantage of the SGD algorithm is that its hyperparameters η and γ are the same for all the

model parameters. To improve this, adaptive optimization algorithms have also been proposed, where

those hyperparameters are adapted for each and every weight. This will result in smaller updates for

parameters that are changing frequently and larger updates for parameters that are not changing as

much.

RMSprop is an adaptive optimization algorithm proposed in [44]. In this algorithm, the learning rate

is normalized by the square root of a decaying average of the gradient squared, hence its name (root

mean square). Thus, the weights may be updated as

E(t+ 1) = γE(t) + (1− γ)

(
∂R
∂w

∣∣∣∣
w(t)

)2

, (2.24a)

w(t+ 1) = w(t)− η√
E(t+ 1) + ε

∂R
∂w

∣∣∣∣
w(t)

, (2.24b)

where ε is a small smoothing term that avoids dividing by 0. The authors suggest using γ = 0.9 and a

good choice for the learning rate would be η = 0.001. RMSprop algorithm is more resilient than SGD to

poorly initialized networks and converges faster.

Adaptive Moment Estimation (Adam)

Adam is also an adaptive algorithm [45] that differs from RMSprop by the introduction of a momentum

term used in the updating step. For its implementation, the first moment m (mean) and the second

moment v (uncentered variance) are computed as in Equation (2.25a). Since these values are initialized

as 0, they are biased towards 0, specially in the first iterations. Therefore, they are bias-corrected into
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m̂ and v̂ as in Equation (2.25b). At last, each weight is updated with Equation (2.25c).

m(t+ 1) = β1m(t) + (1− β1)
∂R
∂w

∣∣∣∣
w(t)

, v(t+ 1) = β2v(t) + (1− β2)

(
∂R
∂w

∣∣∣∣
w(t)

)2

, (2.25a)

m̂(t+ 1) =
m(t+ 1)

1− (β1)
t+1 , v̂(t+ 1) =

v(t+ 1)

1− (β2)
t+1 , (2.25b)

w(t+ 1) = w(t)− η√
v̂(t+ 1) + ε

m̂(t+ 1), (2.25c)

These hyperparameters were proposed with the default values of β1 = 0.9, β2 = 0.999, and ε = 10−8.

From the subset of optimizers that were presented, Adam is the one with more features and it usually

presents the best overall performance [30] for DNNs. It has a fast convergence (just like RMSprop) but

outperforms it as the gradients become sparser. Nonetheless, recent papers still use a simple SGD

optimizer. Despite its slower convergence, it tends to outperform faster optimizers in later stages of the

training [46].

2.1.5 Convolutional Neural Networks

Throughout the years, several DNN architectures have been proposed that achieve state of the art

performance in various application domains. As a result, it is usually better to use one of these reference

architectures to solve a given problem instead of designing a new one, because these were already

widely studied and benchmarked, so they provide more reliable results.

The reference models that will be presented in the following paragraphs are some of the most im-

portant that were designed for image classification problems [47]. These are characterized by the use

of convolutional layers and are referred to as CNNs. They will be presented by order of increasing

complexity.

Some networks are illustrated as block diagrams, where the colored blocks refer to trainable layers

and the white blocks refer to other non-trainable layers. Each block will indicate the main characteristics

of the associated layer. The arrows correspond to the flow of data through the network. The first input

is an image, whose dimensions are displayed above the arrow and the number of channels displayed

below. When this tensor is flattened, the arrows display the size of the resulting vector.

LeNet-5

LeNet-5, proposed in 1998 [48], was historically important because it was the first CNN to achieve state

of the art accuracy (slightly above 99%) in handwritten digit recognition. This network is even able to

classify digits without being affected by small distortions on the images. It is also a good starting point to

understand CNNs, since it is only composed of 5 (trainable) layers: 3 convolutional and 2 fully connected

layers, as shown in Figure 2.6. This model has about 0.06 million parameters.
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Figure 2.6: Architecture of the CNN LeNet-5 [48].

CifarNet

CifarNet was presented in 2015 [49]. It is a small network that was designed to classify the CIFAR-10

dataset [50], which consists of various small colored images. Its number of layers is not specifically

defined, but the main characteristic is the use of 3 convolutional layers and 1 or 2 fully connected

layers. The number of parameters depends on the chosen structure, but it is of the order of 0.1 million.

Figure 2.7 shows the structure of CifarNet, as presented in [49].
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Figure 2.7: Architecture of the CNN CifarNet [49].

AlexNet

AlexNet, proposed in 2012 [7], broadened the applicability of CNNs for image classification, which was

practically limited to hand digit recognition. This network was one of the largest to that date to be

used in image classification and object recognition tasks, achieving almost 85% Top-5 accuracy (correct

class is in the 5 most probable classes predicted) in ImageNet, winning the ImageNet Large Scale Visual

Recognition Challenge (ILSVRC) 2012. It is composed of 8 layers: 5 convolutional and 3 fully connected

layers, as shown in Figure 2.8. In addition to having more layers than LeNet-5, it also has a lot more
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Figure 2.8: Architecture of the CNN AlexNet. The originally proposed [7] was slightly different because
it was mean to be run in 2 parallel GPUs.
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parameters, approximately 60 million. It also introduced dropout layers, ReLU activations, and overlap

pooling (stride < kernel size).

VGGNet

The CNN models VGG-16 and VGG-19 were proposed in 2014 by the Visual Geometry Group (VGG)

[51]. Following the steps from AlexNet, these models became even deeper, being formed by 16 and 19

layers, respectively. The initial layers are convolutional and the last 3 are fully connected. The number of

parameters consequently increased to about 138 and 144 million. Some of the introduced innovations

were the use of small size kernels and a homogeneous topology (the kernels have all the same size).

These allowed to improve the Top-5 accuracy to about 93% for image recognition (ImageNet). However,

it takes very long to train. It achieved 2nd place in the ILSVRC 2014.

ResNet

The ResNet architecture was proposed in 2015 [52] and its main networks have 50, 110, and 152 layers.

These revolutionized CNNs by introducing the concept of residual learning – shortcuts that allow layers to

skip some connections. Furthermore, the use of multiple fully connected layers at the end was replaced

by a global average pooling layer, which decreased the number of parameters and the overfitting caused

by FC layers [53]. With this change, the proposed architecture improved the performance over VGG with

reduced computation complexity and using about 26, 45, and 60 million parameters, respectively [54]. It

won the ILSVRC 2015 competition, with a Top-5 accuracy on ImageNet dataset around 96%.

2.1.6 Reference Datasets

To evaluate the performance of a CNN model in image-related tasks, there are several common datasets

to use and to benchmark with. Usually, these benchmarks are large sets of labeled images that allow

comparing the performance of different models for the same task and input. In the following paragraphs,

it will be presented some popular image datasets in the order of increasing complexity.

MNIST

MNIST is a handwritten digits dataset [55]. It is known for its simplicity and it is widely tried as the first

dataset in various machine learning problems. It is frequently said that "if it doesn’t work on MNIST, it

won’t work at all" [56]. It has a training set of 60 000 samples and a test set of 10 000 samples. Each

sample corresponds to a 28×28 grayscale image (1 channel) of a handwritten digit between 0 and 9 (10

classes).

However, due to its simplicity, if an algorithm "does work on MNIST, it may still fail on others". There-

fore, it is recommended to use datasets more complex and more representative of modern CV tasks, as

mentioned in [56].
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Figure 2.9: Illustration of few samples of the handwritten digits MNIST dataset. Different classes per
row. Image obtained from Wikimedia Commons at [57].

Fashion MNIST

Fashion MNIST is a dataset composed of images from 10 different types of clothing pieces (10 classes)

[56]. It is designed as a direct drop-in replacement for the MNIST dataset, therefore, it also has 60 000

training samples and 10 000 test samples, being each one a 28 × 28 grayscale image (1 channel). Its

10 classes are: t-shirt/top, trouser, pullover, dress, coat, sandal, shirt, sneaker, bag, and ankle boot.

This dataset was introduced in response to some of the setbacks of MNIST, presenting itself as more

complex and diverse, resulting in more advanced features.

Figure 2.10: Illustration of a few samples of the Fashion MNIST dataset. Different classes per row.
Image obtained from Markus Thill at [58].

CIFAR-10

CIFAR-10 is a dataset of small colored images from 10 different classes [50]. It consists of 50 000 training

images and 10 000 test images, resulting in 6000 images per class. Each sample is a 32 × 32 colored

image (3 channels). The 10 classes of images are: airplane, automobile, bird, cat, deer, dog, frog,
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horse, ship, and truck. Not only because the images are colored and not grayscale, but also due to

the complexity of each class, this dataset is much harder to classify, when compared to the previously

presented ones.

Figure 2.11: Illustration of a few samples of the CIFAR-10 dataset. Different classes per row. Image
obtained from Alex Krizhevsky at [50].

CIFAR-100

CIFAR-100 is a dataset very similar to CIFAR-10, one difference being that it is divided into 100 classes

instead of 10 [50]. It also consists of 50 000 training images and 10 000 test images, but using only 600

Figure 2.12: Illustration of a few samples of the CIFAR-100 dataset. Each sample is from a different
class. Image obtained from [59].
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images per class. Each image is 32 × 32 and colored (3 channels). The 100 classes are grouped into

20 superclasses, resulting in “fine” and “coarse” labels, respectively. This dataset also differs from the

previous one by providing many more classes, presenting itself as a harder classification problem.

ImageNet

ImageNet is a still ongoing research project that provides one of the largest labelled images dataset.

It consists of about 14 million images, classified into 27 high-level categories and using about 20 000

subcategories. On average, there are about 500 images per subcategory, but it varies. The images

are colored (3 channels) and not all have the same dimensions, although they are usually resized to

256× 256.

Figure 2.13: Illustration of a few samples of the ImageNet dataset, obtained from ImageNet Large Scale
Visual Recognition Challenge, 2015 [60].

2.1.7 Deep Learning Frameworks

Deep learning frameworks offer all the necessary tools to design, train, and evaluate DNN models.

Nowadays, there are several DL frameworks available, to be used both for research and production.

Most of them are also based on high-performance GPU accelerated implementations [61]. Some of the

most popular are: PyTorch [37], TensorFlow [62], Keras [63], Caffe [64], Apache MXNet [65], Microsoft

Cognitive Toolkit (CNTK) [66], etc.

The first two mentioned frameworks, PyTorch [37] and TensorFlow [62], were both considered for

this work, since they are open source and offer similar functionalities. Both of them are being devel-

oped by powerful enterprises: Facebook for PyTorch, and Google for TensorFlow. The latter framework

emerged earlier, which gave it more time to mature and to build a good reputation, being the most fre-

quently used for production. Nonetheless, due to the smaller learning curve and dynamic computation
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of PyTorch, Facebook’s framework picked up the pace and it is becoming the most popular framework

for research, as depicted in Figure 2.14, obtained from [67].

These frameworks allow implementing arbitrary DNNs and their associated functions. More impor-

tantly, the training of a model requires no additional effort due to automatic differentiation functionality,

which essentially automatically computes the backpropagation when the available functions are used.

However, there is a relevant difference between these two: PyTorch uses a dynamic graph definition,

while TensorFlow uses a static definition. This results in PyTorch having a more imperative coding style,

giving the user greater control of the execution flow.

Still on the easiness of use, both frameworks are commonly used with the Python programming

language, but they also offer APIs for C++. Although Python tends to offer an easier and more flexible

syntax, C++ usually provides better performance. Moreover, these frameworks may be extended with

custom user-designed functions and modules, even supporting the integration of C++ functions within

Python. In terms of data types, the two frameworks support more or less the same formats but, provide

no straightforward and “high level” method to extend them.

Figure 2.14: Ratio of unique mentions of PyTorch compared against TensorFlow in various top research
conferences over time, obtained from [67].

2.2 Computer Number Formats

The emergence of digital computing devices, in the second half of the twentieth century, raised the need

to formalize the internal representations of the involved numerical values, since these devices use binary

encoding. Although representing integer values in binary is trivial (usually using the two’s-complement

notation), most of the real-life computations require the representation of real numbers. For this purpose,

there are several formats available [68], each providing different compromises between the complexity

of its manipulation and the involved rounding error.
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2.2.1 Fixed-Point

A real number encoded with a fixed-point format is similar to an integer value scaled by an implicit factor,

usually a power of 2. This is identical to assigning a fixed number of bits for the integer part (m) and for

the fraction part (f ). An additional bit is used to account for the sign of the number. Thus, its layout is:

Sign (1 bit) Integer (m bits) Fraction (f bits)

Figure 2.15: Format encoding of a generic fixed-point format.

Moreover, decoding a fixed-point format is as simple as decoding an integer value, composed by the

integer and fraction fields, and then scaling it by the power of 2 obtained with the fraction size:

x = decoded integer× 2−f . (2.26)

Since a fixed-point value may be treated as an integer value, its operations may be computed with

the same processing units. However, a downside of this format is the limited dynamic range, caused by

the fixed radix point position.

2.2.2 Floating-Point

If an application requires a larger dynamic range, the use of a Floating-Point (FP) format may be a more

appropriate choice. The floating-point representation is similar to scientific notation, in the sense that a

number is encoded with a significand and an exponent, thus, the radix point has no fixed position. The

most popular format for floating-point arithmetic is the IEEE Standard for Floating-Point Arithmetic (IEEE

754) [13], a standard established in 1985 that suffered only some slight changes throughout the years.

IEEE 754 Standard

Nowadays, most computers implement the IEEE 754 standard, more specifically, the binary32 and bi-

nary64 formats, also known as single-precision floating-point (float) and double-precision floating-point

(double). Although not as frequent, the standard also defines the binary16 and binary128 formats, also

known as half-precision floating-point (half) and quadruple-precision floating-point. These formats are

characterized by 3 fields: a sign, a biased exponent, and a trailing significand field (fraction). The layout

of these formats is depicted in Figure 2.16.

Quadruple-precision floating-point (128 bits): Sign (1 bit) Exponent (15 bits) Fraction (112 bits)

Double-precision floating-point (64 bits): Sign (1 bit) Exponent (11 bits) Fraction (52 bits)

Single-precision floating-point (32 bits): Sign (1 bit) Exponent (8 bits) Fraction (23 bits)

Half-precision floating-point (16 bits): Sign (1 bit) Exponent (5 bits) Fraction (10 bits)

Figure 2.16: Format encodings of quadruple-precision, double-precision, single-precision, and half-
precision floating-points according to [13].
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From the extracted fields of these formats, it is obtained a triplet representing the number. Moreover,

the exponent field is offset with a bias (equal to 2exponent size−1 − 1); and the leading bit of the significand

is implicitly encoded in the biased exponent (1 for normalized and 0 for subnormal). At last, the number

may be generally decoded as:

x = (−1)sign × 2exponent−bias ×mantissa. (2.27)

In addition to defining arithmetic formats, the IEEE 754 standard also specifies the rounding rules,

operations, and exception handling. This latter emphasises one disadvantage of the IEEE 754 floating-

point, involving various repeated patterns to represent Not a Number (NaN) values, ±∞ values, and

even the representation of ±0. Some other disadvantages pointed for this data format in [69] are: lack

of reproducibility guarantees across systems, possibility of overflow/underflow, the added complexity of

using normalized/subnormal numbers, and misused exponent size.

Variations

Despite the widely established formats defined in the IEEE 754 standard, there are a few variations. One

especially useful variation for deep learning applications is the Brain Floating Point (bfloat16) [70], which

is a 16-bit truncated version of the 32-bit float that aims to accelerate machine learning computations.

When compared to the IEEE 16-bit floating-point, the main difference is the exponent size, which is

greater in the bfloat16 format. Moreover, there is also an 8-bit floating-point format [71], sometimes

referred to as minifloat, although its use is more challenging.

Bfloat16 (16 bits): Sign (1 bit) Exponent (8 bits) Fraction (7 bits)

Minifloat (8 bits): Sign (1 bit) Exponent (4 bits) Fraction (3 bits)

Figure 2.17: Format encoding of bfloat16 [70] and minifloat [71].

This 8-bit variation of IEEE 754 floating-point stresses some of its limitations for low-precision floating-

points. Namely, it will have 14 representations for NaN, both ±∞, and also the redundant ±0, which

make up ∼6.6% of useless values. An important characteristic of any numbering format is the numeric

range from the minimum positive number (minpos) to the maximum positive number (maxpos) – dynamic

range – which, for this small exponent size, will be narrow (see Figure 2.18).
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Figure 2.18: Distribution of minifloat8 values in linear (left) and logarithmic (right) scales.
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Table 2.1 summarizes some characteristics of the mentioned floating-point formats, emphasizing

how the exponent and fraction sizes can drastically change the range of the formats.

Table 2.1: Characteristics of some floating-point formats, namely, their size, the significand length/preci-
sion, and the minimum (subnormal) and maximum positive values.

Format Size Significand precision minpos maxpos

Quadruple (FP128) 128 bits 113 bits 6.5× 10−4966 1.2× 104932

Double (FP64) 64 bits 53 bits 4.9× 10−324 1.8× 10308

Float (FP32) 32 bits 24 bits 1.4× 10−45 3.4× 1038

Half (FP16) 16 bits 11 bits 6.0× 10−8 6.6× 104

Bfloat16 16 bits 8 bits 9.2× 10−41 3.4× 1038

Minifloat8 8 bits 4 bits 2.0× 10−3 2.4× 102

2.2.3 Posit Format

Aiming to improve and replace the IEEE 754 floating-point, the Posit format (Type III Unum) was intro-

duced by Gustafson in 2017 [20]. The proposition of this novel numeric format is that it delivers a larger

dynamic range for smaller precisions, higher accuracy, better reproducibility, and simpler hardware and

exception handling.

This alternative format [25] is characterized by a fixed size/number of bits (nbits) and an exponent

size (es), which give the user the freedom to use the posit with the most appropriate properties for the

problem at hand. The chosen posit configuration is usually specified as posit(nbits, es). Furthermore,

each posit number is composed by the fields: sign, regime, exponent, and fraction. The layout of this

format is as follows:

Posit (n bits) Sign (1 bit) Regime (variable) Exponent ({0..es} bits) Fraction (remaining)

Figure 2.19: Format encoding according to the Posit Standard [25].

When the number is negative (sign bit = 1), one must take the 2’s complement before decoding the

other fields. Then, the regime field encodes a run-length value k, measured by the number of successive

0s or 1s until the opposite is found, as demonstrated in Table 2.2. Notice that the size of the regime is

variable. Then, it follows the exponent, which encodes an unsigned integer and may occupy 0 to es bits,

depending on the available bits. At last, if any bits remain, they are populated by a fraction similar to

the IEEE 754, but with an implicit bit that is always 1. Thus, a number (p) encoded as a posit may be

decoded as in Equation (2.28).

Table 2.2: Example of the regime field and corresponding run-length k for a maximum of 4 regime bits.
If the first bit is a 0, negate the count, and if the first bit is a 1, then decrement the count by 1.

Binary 0000 0001 001x 01xx 10xx 110x 1110 1111

Numerical meaning, k -4 -3 -2 -1 0 1 2 3
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x =


0 p = 000 . . . 0,

±∞ = NaR p = 100 . . . 0,

(−1)sign × 22
es×k × 2exponent × (1 + fraction) all other p.

(2.28)

When comparing the structure of the posit format against the IEEE 754 floating-point, the main dif-

ference corresponds to the presence of the regime field. Its decoded value (k) will produce an additional

exponent, as seen in Equation (2.28). The variable length of the regime allows numbers near to 1 (in

magnitude) to have more accuracy than extremely large or extremely small numbers – tapered accuracy.

Furthermore, the exponent can be heavily affected by the chosen value of es, which will, in turn, estab-

lish the largest and smallest numbers representable as posits. Therefore, posits offer a large dynamic

range, that is adaptable through the value of es, and with a great accuracy around 1, as illustrated in

Figure 2.20 for two 8-bit posit formats with different exponent sizes.
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Figure 2.20: Distribution of posit(8, 0) and posit(8, 2) values in linear (left) and logarithmic (right) scales.

Despite the different fields, decoding a posit is still similar to decoding a float. However, and unlike

floats, posits do not overflow nor underflow, but saturate to ±maxpos or ±minpos, respectively. More-

over, and as seen in Equation (2.28), the only 2 special values correspond to 0 and ±∞ = Not a Real

(NaR). There are no subnormal values, hence the implicit bit of the fraction is always 1, which eases de-

coding. The NaR representation gives rise to the only exception handling required by posits, which con-

siderably simplifies their hardware implementation when compared to IEEE 754 floating-points, which

have various NaN representations and exceptions.
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Quire

For each posit configuration, there is an associated quire format, similar to a large Kulisch accumu-

lator [72]. The quire is a fixed-point format of size nbits2/2 designed to accumulate exact sums of at

least 2nbits−1 − 1 products of posits without rounding or overflow. This quire format is particularly useful

to implement the frequent dot products present in DNN computations, such as matrix multiplications,

convolutions, etc. Figure 2.21 shows the format encoding of the quire, as specified in [25].

Quire
(nbits2/2 bits = total)

Sign Carry Guard Integer Fraction
(1 bit) (nbits− 1 bits) ((total− nbits)/2 bits) ((total− nbits)/2 bits)

Figure 2.21: Format encoding of the quire according to the Posit Standard [25].

Table 2.3 presents some key characteristics of example and general posit formats. Comparing to

Table 2.1, the interesting aspects of this format is the possibility to declare a posit of arbitrary size and

associated dynamic range (nbits and es).

Table 2.3: Characteristics of the recommended and general posit formats and the associated quires,
according to the Posit Standard [25].

Posit Significand
precision minpos maxpos Quire size Quire exact dot

product limitnbits es

64 bits 3 bits 1 to 59 bits 4.9× 10−150 2.0× 10149 2048 bits 9.2× 1018

32 bits 2 bits 1 to 28 bits 7.5× 10−37 1.3× 1036 512 bits 2.1× 109

16 bits 1 bits 1 to 13 bits 3.7× 10−9 2.7× 108 128 bits 3.3× 104

8 bits 0 bits 1 to 6 bits 1.5× 10−2 64 32 bits 127
n bits e bits 1 to (n− e− 2) bits 2−2

e×(n−2) 22
e×(n−2) n2/2 bits 2n−1 − 1

Most Recent version of the Posit Standard

The posit format just described is according to the specifications of the publicly available Posit Standard

[25]. However, there is a draft version3 of an updated Posit Standard [24], formalized on August 2020.

This newer version introduced some changes compared to the prior version, namely, the hyperpa-

rameter for the maximum exponent size was fixed to es = 2 (see Figure 2.22). This greatly simplifies

the conversion between posits of different sizes: pad it with 0s to make it larger, and round-off the least

significant bit to make it smaller. It should be noted that there is no need to decode the posit fields

in order to vary its size. This convenience may be exploited in implementations with uneven precision

requirements.

Moreover, the size of the corresponding quire format was also modified to 16× nbits, and it can now

accumulate exact sums of at least 231−1 products of posits. This a very positive change for its application

for DL, since smaller posit formats can now accumulate more times and without error. The format

encoding for the new quire format is shown in Figure 2.22. Table 2.4 shows the main characteristics of

the posit and quire formats according to this standard.

3It was kindly shared via e-mail by Dr. John L. Gustafson on September 8, 2020.
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Quire
(16n bits = total)

Sign Carry Guard Integer Fraction
(1 bit) (31 bits) ((total− 32)/2 bits) ((total− 32)/2 bits)

Figure 2.22: Format encoding of the quire according to the most recent Posit Standard [24].

Table 2.4: Characteristics of example and general posit formats, according to the most recent version of
the Posit Standard [24].

Posit Significand
precision minpos maxpos Quire size Quire exact dot

product limitnbits es

64 bits
x

2 bitsy
1 to 60 bits 2.2× 10−75 4.5× 1074 1024 bits

x
231 − 1 ≈
2.1× 109y

32 bits 1 to 28 bits 7.5× 10−37 1.3× 1036 512 bits
16 bits 1 to 12 bits 1.4× 10−17 7.2× 1016 256 bits
8 bits 1 to 4 bits 6.0× 10−8 1.7× 107 128 bits
n bits 1 to n− 4 bits 2−4n+8 24n−8 16n bits

Variations of Posit

Meanwhile, Lu et al. [73] have recently evaluated the use of posit representations in DNN applications

and proposed and an interesting variation of the posit format, specifically, posits are allowed to underflow.

This decision was justified by the fact that small values may be set to zero without penalizing the model

performance. Although not formalized, this topic had already been addressed in [74].

More recently, in [75], another format was proposed, called Adaptive Posit. To better control the

dynamic range, this alternative format introduced an additional hyperparameter, which can be a regime

bias or a maximum regime length. Selecting the appropriate configuration, adaptive posits can represent

floats, posits, or other tapered accuracy formats in between, whichever is more appropriate.

2.2.4 Posit Arithmetic Libraries

There has been a lot of research about designing parameterized posit arithmetic units to be synthesized

for Field-Programmable Gate Arrays (FPGAs) and Application-Specific Integrated Circuits (ASICs) [16,

21, 22, 74, 76–79]. More recently, [80] proposed a tensor unit with variable-precision posit arithmetic that

can be directly used for DL applications with posits. However, at the time of development of this thesis,

none of the mentioned hardware implementations is mature and flexible enough to build a complete DL

framework with posits, as also noted by [81]. To overcome those obstacles, it arose the need to develop

an integrated posit computing framework, where the posit arithmetic was simulated via software.

In [82], it was presented an extensive survey of many posit implementations, up until mid-2019.

From those, the most notable software implementations available are: SoftPosit [83], Universal [84], and

PySigmoid [85] – all of these made available as programming libraries.

SoftPosit [83] is a C library endorsed by the Next Generation Arithmetic (NGA) team [82], of which

John L. Gustafson (proposer of the posit format) is a member. It offers fast and comprehensive functions

to operate with posits and quires and it was already exhaustively tested. However, it does not support an

arbitrary posit configuration, namely, it only supports posit(8, 0), posit(16, 1), posit(32, 2), and posit(n,

2) with n = {2, . . . , 32}. Although the latter format would allow testing the new standard, it is slower than
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the others since it uses 32-bits in the background to store all sizes.

Universal [84] is a C++ template library that supports any arbitrary precision posit and quires, with

programmable capacity. This flexibility even allows to easily switch from the older standard and the

newer one. Moreover, it comes with a complete validation suite that assures that the posit arithmetic is

simulated correctly and its repository is still frequently maintained.

PySigmoid [85] is a Python library that also supports any arbitrary posit precision. However, while it

has a very easy to use interface, it lacks performance when compared to the other libraries implemented

in C and C++. Nonetheless, a particular advantage of using Python is that it can integrate very well with

the current most popular deep learning frameworks.

Each of the detailed software implementations for the posit format has its advantages and disad-

vantages. Nonetheless, at the start of this work, the Universal library [84] was the chosen one due

to its flexibility for any posit and quire configuration, as well as the provided comprehensive support for

the main operators and functions specified by the Posit Standard. Although it was not anticipated, this

flexibility would also allow to very easily implement the posit arithmetic according to the most recent

standard [24] and, later on, evaluate this version. Furthermore, its implementation in C++ allows for

faster executions and provides an easier integration with DL frameworks available for C++.

The Universal library implements posits and quires as C++ templated classes, whose arguments

correspond to the nbits and es parameters for posits and capacity for quires. Internally, the fields of

these formats are stored as bit vectors (std::bitset) and, whenever possible, everything is implemented

without any intermediate float representation. As an example, declaring a 8-bit posit (es = 0) variable

(p) equal to 1 is straightforwardly done using templates (see Listing 2.1).

Listing 2.1: Example of the declaration a posit(8, 0) variable (p) equal to 1 using the Universal library

[84].

1 #include <universal/posit/posit >

2 using namespace sw::unum;

3

4 posit <8, 0> p = 1;

2.2.5 Energy Efficiency

According to the literature [78], it has been shown that posits can offer the same accuracy as IEEE 754

floats while using fewer bits. As a result, the simplest application of posits could be its use as a storage

format only [86]. An example would be to perform the training of a DNN model using IEEE 754 floating-

point and then store the model weights using posits, taking advantage of the more efficient usage of

memory bits of this format. In fact, given the large dynamic range of low-precision posits, floats may be

replaceable by posit16 or even posit8, greatly reducing the memory footprint.

However, a more interesting approach is to completely replace IEEE 754 floating-point, not only as a

storage format but also for the computations. Preliminary studies indicate that the area and energy con-

sumption of a posit compliant unit are comparable to its IEEE 754 compliant counterpart [22]. However,
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since low-precision posit formats may be used to achieve comparable accuracy and dynamic range as

larger IEEE 754 formats [78], they promote the opportunity of a greater exploitation for energy-efficiency.

At last, [80] proposed a reconfigurable tensor unit leveraging the posit format and showed that it outper-

forms state-of-the-art tensor and Single Instruction, Multiple Data (SIMD) units.

2.3 Related Work

Low-precision arithmetic has been gaining a lot of attraction in machine learning. As a result, many

implementations are already available that exploit 16-bit floating-point formats. For example, recent

NVIDIA’s Graphics Processing Units (GPUs) and Google’s Tensor Processing Units (TPUs) both support

the FP16 and bfloat16 formats. The IEEE 754 16-bit format is prone to overflowing, due to its limited

numerical range, so it is usually implemented with special techniques, such as loss scaling [15, 87]. The

bfloat16 format improved that problem by having an exponent of the same size as a FP32, at the cost of

precision. However, some DL operations do not need as much precision, so its interesting to evaluate

even smaller precisions, such as low-precision posits.

Since the posit format is fairly recent, most studies regarding its application to DNNs only address

the inference stage [16, 23, 75, 78, 79, 88–90]. The models are first trained using floats and are later

quantized to posits to be used for inference. Nevertheless, this stage tends to be less sensitive to errors

than the training phase, making it easier to achieve good performance using {5..8}-bit posits. Conversely,

exploiting the use of posits for DNNs training is a more compelling topic, given that not only is this the

most computational demanding stage, but it usually involves more energy consumption.

The very first time posits were used for NN training was in [74]. In this work, a Fully Connected

Neural Network (FCNN) was trained on a simple binary classification problem, using different posit

configurations. The authors observed that {32, 16, 14, 12}-bit posits were able to train the model without

penalizing the achieved model accuracy. Smaller formats such as posit(10, 0) and posit(8, 0) were also

evaluated but showed an irregular convergence, which the authors suggested to be caused by the lack

of underflow.

Later, in [21, 91], a FCNN was trained for a multiclass classification problem on the MNIST and Fash-

ion MNIST datasets. This time, only 32 and 16-bit posits were evaluated, and, as expected, achieved

equivalent results as to when 32-bit floats were used.

In [73, 92], CNNs were trained for the first time using the posit format. In these works, the networks

were trained using an 8-bit posit everywhere except for the optimizer and the last layer, which used 16-bit

posit. These works gave a better and favourable insight on the errors associated to using low-precision

posits for DNNs. However, they still relied on floats for the entire first epoch and for the intermediate

calculations. Even the implemented posit format was also slightly different, as it was able to underflow.

Most recently, a DL framework based on the posit format was proposed [81]. With this framework,

named Deep PeNSieve, 32 and 16-bit posits were once more evaluated for end-to-end CNN training.

Yet again, both posit precisions demonstrated an equivalent performance to 32-bit float. Nonetheless,

the experiments that were executed with posit(8, 0) exhibited again its inability to converge when used
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for DNN training. This framework was made available in [93] and was implemented in Python with

TensorFlow [62], by emulating posits via software with the SoftPosit library [83].

However, the existing studies fail to train DNN with posits precisions smaller than 16-bits without

affecting the achieved model accuracy. Moreover, given the novelty of the most recent version of the

Posit Standard [24], all the research just mentioned refers to the older version of the standard [25].

Hence, as far as the author knows, this is the first available work that addresses the most recent version

of the standard.

2.4 Summary

This chapter provides all the fundamentals to understand NNs and to train them. A brief explanation of

the main layers and functions is given, followed by an overview of common CNNs models and datasets

for object classification. Then, there is a discussion about computer number formats, focused on real

number representations. The most popular format is the IEEE 754 floating-point, but it has some disad-

vantages that the novel posit format aims to improve. This novel format appears to be a good candidate

for deep learning applications, particularly given the precision and range that small posits can offer.

Finally, follows an overview of the research work about deep learning training with low-precision

formats. Preliminary studies show that DNNs may be trained using 16-bit posits, but fall short for smaller

formats. In conclusion, there is still a need to experiment training DNN, end-to-end, with low-precision

posits (< 16 bits), taking advantage of quires for accumulations, and preferably, according to the most

recent Posit Standard [24].
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Chapter 2 introduced all the theoretical fundamentals to train DNNs, focusing on CNNs for object

classification. Furthermore, the posit format was introduced as a drop-in replacement for the IEEE 754

floating-point and the presented review of recent literature showed that posits are able to achieve the

same model accuracy with a smaller memory footprint and energy consumption.

However, all the published results about end-to-end CNN training with posits refer to experiments

where 16-bit posits were used. Given the accuracy requirements of NNs and the offered precision of

small posits, it is appealing to also consider and study the training of DNNs with those low-precision

representations. Moreover, given the novelty of the updated Posit Standard [24], there is not yet any

results comparing its performance in DL with the previous one.

To respond to these matters, this chapter proposes a new framework that exploits posits for end-to-

end DNN training and inference, describing the implementation of its main components. Notably, it aims

to be flexible enough to support any posit configuration, either according to the most recent standard

or the previous one. Finally, this framework should be as fast as possible to allow working with deeper

models. Therefore, various techniques to improve the performance shall be analyzed.

3.1 Posit Neural Network Framework

As it was referred before, there is no framework available for DL training and inference with arbitrary

precision posits. Hence, the first step is to evaluate the feasibility of extending an existing framework,

so as to support the posit format. Conversely, building a new framework from scratch might be a better

option, since it allows for better control of its inner operations.

3.1.1 First option: Extending an Existing Framework

PyTorch [37] and TensorFlow [62] are the two most popular frameworks for DL. However, the PyTorch’s

dynamic graph computation provides a more flexible implementation of custom functionalities, in addition

to an easier debugging. Furthermore, the shallower learning curve and the fact that there has been a

growing interest in this framework by the research community [67], has led to the decision to select

PyTorch as the base framework.

C++ and Python integration

Although PyTorch’s main interface is Python, an API for C++ is also available (LibTorch). This C++ API

is particularly useful, since posits are to be simulated with the Universal [84] C++ library. With this com-

bination, Python and PyTorch may be extended with C/C++ functions [94], promoting the combination of

Python’s easiness and simplicity with the fast and comprehensive C++ library for posits.

When extending Python with C++ code (as described in PyTorch’s documentation [39]) the library

pybind11 [95] is used, which is responsible for the mapping between the two languages. A simple test

was performed and confirmed that it was possible to copy posit objects from C++ to Python and vice
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versa. However, it was noted that while a posit(32, 2) in C++ occupied 8 bytes in memory4, its copy in

Python occupied 56 bytes, which could, eventually, be much slower when working with tensors with many

more posits. Moreover, the posit configuration is chosen by C++ templates, which are only evaluated at

compile-time and could prove problematic when binding with Python.

On the other hand, PyTorch provides a C++ API that offers the majority of its functionalities. Hence,

instead of trying to extend Python with multiple C++ functions and variables, which would result in a more

complicated implementation and, probably, incur on a performance overhead, it was decided to develop

the proposed framework completely in C++. Nonetheless, there was still the problem of integrating the

posit library with this DL framework.

Converting to Posit

The first step was to implement the conversion layers that would receive floating-point variables and

convert them to posit variables. After that, all the computations could be performed according to the

posit arithmetic. However, to declare the weights of a neural network, PyTorch requires them to be

initialized as tensors, which only support the following predefined data types: floating-point, complex,

integer, and boolean. Moreover, there is no easy method to extend the supported data types without

modifying the low-level implementation of the framework.

One non-ideal alternative could be to cast the posit raw bit data to an integer value. For example, a

posit(8, 0) equal to 1 would correspond to an 8-bit integer equal to 64, as seen in Equation (3.1). Note,

however, that the computations wouldn’t be performed with integer arithmetic, since this format would

only be useful to “bypass” the supported data types and store posits in PyTorch tensors.

posit(8, 0) = (1)10 = (01000000)2 ⇒ int8 = 64. (3.1)

Computing with Posit

The functions provided by PyTorch are not implemented to operate with posit arithmetic, thus it would

be necessary to reimplement (from scratch) every function that would use this custom data type. That

almost corresponds to reimplementing every necessary function to train and test NNs, which were pre-

sented in Section 2.1. At this stage, one question arose: if the majority of the functions necessary

for NNs need to be reimplemented to support the posit data type, why not develop an entirely new DL

framework?

3.1.2 Second option: Implementing a Framework From Scratch

Extending PyTorch to support the posit data format for NN training and inference either requires to

change the low-level implementation of the tensor object, or to circumvent the supported data types by

casting the posit variables to different types (like a memory copy, without rounding). Moreover, most of

the functions associated with NNs need to be reimplemented to support the posit format. Therefore,

4Recall that the Universal library implements posits with a C++ class, hence the 8 bytes instead of only 4 bytes (32 bits).
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it was decided to develop a new framework from scratch, since it would require practically the same

amount of work. By not relying on PyTorch, this new framework can be more flexible when supporting this

custom data type. Moreover, the implemented functions shall be able to fully exploit all the functionalities

provided by the posit format, for example, the use of quires for accumulations. Furthermore, the posit

variables shall be passed by reference instead of by value, thus decreasing the load associated with

constructing posit objects repeatedly.

Hence, the developed open-source framework, named PositNN [96], aims to provide all the nec-

essary functionalities to train and test DNNs using posits and quires, based on a header-only library.

Different posit precisions are supported throughout the framework, which may be used to take advan-

tage of uneven accuracy requirements. The implemented operators are those covered in the theoretical

background presented in Section 2.1, whose functions and program flow are very similar to PyTorch’s

C++ API. In Listing 3.1, a simple example depicting the declaration of a 1-layer model is presented, to

compare PyTorch and PositNN. As it can be seen, the overall structure and functions are very similar,

the only difference being the declaration of the backward function, since the proposed framework does

not currently support automatic differentiation.

Listing 3.1: Comparison of Pytorch C++ API (left) and the proposed framework PositNN (right) for the
declaration of an 1-layer model. The typename P is used to represent the posit data type.

1 #include <torch/torch.h>

2

3

4 struct FloatNetImpl : torch::nn:: Module{

5 FloatNetImpl () : linear (10, 2){

6 register_module("linear", linear);

7 }

8

9 torch:: Tensor forward(torch:: Tensor x){

10 x = linear(x);

11 return torch:: sigmoid(x);

12 }

13

14

15

16

17

18

19 torch::nn:: Linear linear;

20 };

21 TORCH_MODULE(FloatNet);

1 #include <positnn/positnn >

2

3 template <typename P>

4 struct PositNet : Layer <P>{

5 PositNet () : linear (10, 2){

6 this ->register_module(linear);

7 }

8

9 StdTensor <P> forward(StdTensor <P> x){

10 x = linear.forward(x);

11 return sigmoid.forward(x);

12 }

13

14 StdTensor <P> backward(StdTensor <P> x){

15 x = sigmoid.backward(x);

16 return linear.backward(x);

17 }

18

19 Linear <P> linear;

20 Sigmoid <P> sigmoid;

21 };

The overall procedure for DNN training and inference is shown in Figure 3.1. The proposed frame-

work supports every illustrated stages, implemented with posit arithmetic. A comprehensive list of its

functionalities is presented in Appendix A.1. The procedure of each stage illustrated in Figure 3.1 may

be summarized as:

1. The dataset is loaded and converted to the posit format. Since PyTorch already had functions to

load some common datasets, those were used before converting to posit.

2. The input samples are used for the forward propagation, resulting in the output/prediction. The
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model is implemented using posits and each layer is able to use a different precision. The inference

procedure ends with the output calculation.

3. Given the output of the forward propagation and the target values from the dataset, the loss value

is computed, which measures how different the predicted values are from the desired ones. Next,

the gradient of the loss, with respect to the last layer, is computed.

4. The loss gradient is then propagated through the entire network for the backward propagation,

which can also use different precisions. This is slightly similar to the forward propagation, but in

the reverse order and with the loss gradient as input. Each layer computes its output gradients,

which will be used to calculate the gradient of its weights.

5. From the output gradients, the trainable layers then calculate the gradients with respect to their

parameters. Once more, it is possible to use different posit precisions in this phase.

6. At last, having the gradients of each weight, the optimizer is responsible for updating the model

parameters. The used algorithm will modify the weights in the direction of decreasing loss. The

model then assumes these updated weights, thus finishing a training iteration.

Forward
Propagation

Loss

Backward
Propagation

Gradients

Optimizer

Dataset

Model

Output

Target

Training
Inference

p1

p1

p1

p2
p3

p3

p4

p5

Figure 3.1: Block diagram of DNN training and inference procedures, starting at dataset. Parallelograms
represent input or output of data. Rectangles represent functions/processes. The various arrows repre-
sent flow of data and each pi, with i = {1..5}, represent some of the different posit precisions that may be
used throughout the proposed framework. The colors denote blocks with similar or related calculations.

3.2 Posit Tensor

In NNs, data is usually manipulated as tensors, defined as multi-dimensional arrays. For example, a

grayscaled image can be represented by a 2-dimensional array, mapping the height and width with rows

and columns. If the images are colored, then there is an additional dimension, representing the color

channel. Grouping various images (like in a mini-batch) originates an additional dimension, whose index
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selects a particular image from the lot. In this example, the tensor would have a total of 4 dimensions.

As one can see, representing data in multidimensional arrays is a very simple and extensible method to

store information for NN computations.

As already mentioned in Section 3.1.1, PyTorch tensors do not natively support posit variables nor

have a straightforward method to extend their supported data types. Therefore, it was necessary to

either employ an existing library that implements tensors/multidimensional arrays composed of custom

data types or to completely develop a new but equivalent data structure.

For this purpose, two linear algebra libraries were considered: Eigen [97] and Matrix Template Library

(MTL) [98]. Both libraries offer vector and matrix structures with custom data types and offer a wide

range of functions, all thoroughly optimized. Particularly, MTL was tested, verifying that it was very easy

to declare a matrix of posits and to operate with it. However, MTL fails to support multidimensional

arrays. Regarding Eigen, it supports tensors but, currently, it is not fully validated yet. It would be

possible to construct tensors by implementing vectors of vectors, and so on, but it would defeat the

purpose of using an optimized library. Moreover, to implement operations that accumulate with quires

would require to rewrite those functions.

3.2.1 Custom Tensor Class

Given the limitations of existing libraries for tensor support, a custom tensor class was implemented. The

problem at hands consists in designing a flexible structure able to store an arbitrary number of values

and perform some basic manipulations. It should behave as a tensor and support posits variables.

Multidimensional Array

One possible approach could be to use C/C++ multidimensional arrays, as exemplified in Listing 3.2.

However, this is not flexible enough, since the number of dimensions and their sizes need to be declared

at compile time (constant expressions).

Listing 3.2: Declarating a 3-dimensional array to store posit(8, 0) variables. It could be used to store a

colored image.

1 posit <8, 0> array3d[NCHANNELS ][NROWS ][NCOLS];

Nested Vectors

A similar approach would be to dynamically allocate those arrays, allowing to initialize their dimensions

using any variable value as size. C++ Standard Library provides a useful container for dynamic arrays

named std::vector<T> (T is the variable type), which automatically and safely handles the initialization

and resizing of the array. This templated class could be used in cascade (nested) to declare a multidi-

mensional vector, as shown in Listing 3.3. However, it still has some limitations, namely, the number of

dimensions does not scale well and the memory is not guaranteed to be contiguous, which could slow

down the computations.

42



Listing 3.3: Declarating a 3-dimensional vector to store posit(8, 0) variables. It could be used to store a

colored image.

1 std::vector <std::vector <std::vector <posit <8, 0>>>> vector3d;

Vector with Row-Major Order

A more common approach for implementing a multidimensional structure in linear storage is to allocate

its entire memory in one single array or vector and then compute the correct indices when accessing

its elements, as shown in Listing 3.4. This method is more efficient, since the elements of the tensor

are stored contiguously in memory. It is also more flexible in terms of multiple dimensions, since it is

abstracted by the index function.

Listing 3.4: Declaration of a 1-dimensional vector to store posit(8, 0) variables as a 3D tensor and

assigning 1 to the element at (i, j, k).

1 std::vector <posit <8, 0>> tensor3d(nchannels * nrows * ncols);

2 tensor3d[index({i, j, k})] = 1;

The function index is responsible for corresponding a set of multidimensional coordinates to a spe-

cific position of the stored vector. The order in which the elements are stored usually follows two possible

conventions: row-major order and column-major order. In row-major order, consecutive elements of a

row are stored next to each other in memory, which corresponds to increasing the indices of the tensor

from the last dimension (right) to the first (left). In column-major order, the elements of a column are

stored next to each other and it corresponds to increasing the indices of the tensor from the first dimen-

sion (left) to the last (right). An example of a 4 × 3 × 2 tensor stored in a vector with row-major order is

shown in Equation (3.2).

Xijk =



x000 x001

x010 x011

x020 x021

 ,

x100 x101

x110 x111

x120 x121

 ,

x200 x201

x210 x211

x220 x221

 ,

x300 x301

x310 x311

x320 x321




4×3×2

,

⇒ {x000, x001, x010, x011, x020, x021, x100, . . . , x321}24.

(3.2)

Proposed StdTensor Class

From the presented approaches, the best one for this specific application was the last presented –

vector with row-major order – so it was the one chosen to implement a tensor container. The designed

templated class, inspired by [99], was named StdTensor, since it only depends on functions from the

C++ Standard Library. Its template argument defines the data type of the elements to store. Besides

storing the vector that will be used to contain the multidimensional tensor, this class also provides some

useful methods to declare new objects, to access them, and to operate with them.

When declaring a StdTensor object, one may do it with a vector whose size is obtained from the

sizes of its dimensions, instead of having to specify the total size of the corresponding vector. The class

automatically computes the size of the vector and the necessary strides to access each of its dimensions.

43



When accessing a tensor element, the user may also input its coordinates and the flattened index is

then calculated “under the hood” from the strides of each dimension. Moreover, this class redefines

the operators for the basic arithmetic operations: +, −, ∗, /. They can be used with two tensors,

by performing an element-wise operation, or with a tensor and a scalar value. Listing 3.5 shows an

example of a declaration of a StdTensor. For more details, its implementation is available in [96].

Listing 3.5: Declaration of a 3-dimensional StdTensor to store posit(8, 0) variables and assigning 1 to

the element at (i, j, k).

1 #include <positnn/positnn >

2

3 StdTensor <posit <8, 0>> tensor3d ({nchannels , nrows , ncols});

4 tensor3d [{i, j, k}] = 1;

3.2.2 Data structures conversion from PyTorch

Since PyTorch functions may still be used with PositNN, for example, to load a specific dataset, it is

useful to have a function to convert a PyTorch tensor to a StdTensor data structure. PositNN offers such

function, which given a PyTorch tensor, declares a StdTensor with the same shape, copies the original

elements to the new StdTensor (converting them to the corresponding type), and returns the created

object. The reverse function is also available, that is, converting from a StdTensor to a PyTorch tensor.

3.3 DNN Model Implementation

The main components of a DNN model are the layers that constitute it. In the proposed PositNN frame-

work, layers are implemented as classes, which can be grouped in sequence to make up a model. Each

model can also be considered itself as a layer, to be encompassed in another more complex model.

These layers are implemented as classes with two main methods: forward and backward – which

are used during the respective propagation stages. In practice, each layer is responsible for taking an

input, applying the forward or backward method, and passing the output to the next layer, so that, in the

end, the model executed the forward propagation or the backward propagation.

Layers with trainable weights allow a model to be trained and to improve its performance. Particularly,

this type of layers has a base class (Layer) to be derived from, which allows registering the associated

weights and gradients, along with some other useful features. During training, the backward methods

also call the functions that calculate the gradient of each weight. The trainable layers currently supported

by this framework are: linear, convolutional, and batch normalization.

Layers without trainable weights are simpler to implement because they do not compute any gradi-

ents. Likewise, the activation functions are implemented similarly to non-trainable layers, since they do

not have any weights and only need forward and backward methods. PositNN supports the following

non-trainable layers: average pooling, maximum pooling, and dropout – and the activation functions:

sigmoid, TanH, and ReLU. A complete list of functionalities is presented in Appendix A.1 (in appendix).
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Bellow, some implementation details of the main layers are discussed. Each layer implements the

corresponding calculations presented in the theoretical background in Section 2.1.2.

3.3.1 Linear Layer

To declare a linear layer, two arguments should be provided: input size and output size. From those,

the associated weight matrix and bias vector are initialized and stored as tensors. The calculations per-

formed by this layer are equivalent to matrix operations, hence these functions needed to be redefined

by using the proposed StdTensor class.

Matrix Operations

Matrix operations, such as addition, subtraction, and operations between a matrix and a scalar value

are implemented the same way as multidimensional tensors, that is, as element-wise operations.

More interesting is the implementation of the matrix multiplication, which is usually implemented by

multiplying rows of the left operand by columns of the right operand. However, a more efficient version

was implemented and later generalized. This version multiplies rows of the left operand by rows of the

right operand, which ultimately corresponds to a matrix multiplication with the right operand transposed

(ABT ). Accessing the tensors along the rows improves performance because there is a better locality

of their elements of the cache memories during the dot products and the tensor indexing is simpler. To

perform the normal multiplication, the right operand is first transposed and then the described function

is used. The same rationale is applied to implement the matrix multiplication along the columns (ATB),

which will be useful to calculate the gradient of the Linear layer.

Another common optimization to the matrix multiplication algorithm is to use a technique called loop

tiling/blocking [100], which consists in addressing each matrix as a group of submatrices/blocks. Al-

though this should speedup the algorithm, because accesses to the cache memory become more effi-

cient, it was not observed any significant improvements. Either the compiler was already performing a

similar optimization or the simulation of the posit arithmetic made it ineffective.

Implementation Details

The implementation of this layer is slightly different from what would be expected from its theoretical

formulation. The reason is that the input data is not a column vector, but, actually, a matrix composed

by multiple row vectors, each corresponding to a different sample of the mini-batch. The same shape

applies to the propagated error. These leads to some transposes in the matrices multiplications, which

can be easily achieved with the variations described above. Listing 3.6 shows a simplified version of the

operations performed by the Linear layer.

Listing 3.6: Simplified example of the main operations performed in a Linear layer.

1 // Forward propagation

2 output = matmul_row(input , weight) + bias; // A * B^T + C

3
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4 // Backward propagation

5 error_1 = matmul(error , weight); // A * B

6

7 // Gradient

8 weight_gradient = matmul_col(error , input); // A^T * B

9 bias_gradient = error;

3.3.2 Convolutional Layer

The implemented convolutional layer performs a 2D convolution over an input composed of several

planes (input channels). To declare a Conv2d layer, the following arguments shall be provided: number

of input and output channels, kernel size, stride, padding, and dilation. From those, the trainable weight

and bias tensors are initialized with the appropriate dimensions. The calculations performed by this

layer are computed with convolution operations, thus, this operation was also implemented by using the

proposed StdTensor objects.

Convolution Operation

The formulation of a 2D convolution was presented in Equation (2.8). Recall that many DL frameworks

implement cross-correlation (the kernel is not flipped) but call it convolution. When both the input and the

kernel are illustrated in a matrix form, the convolution operation is easily understood by the kernel sliding

over the image. While it is simple to visualize such operation in a 2D space, when a tensor is stored in

memory as a 1-dimensional array, most of its spatial continuity is lost, which makes it more difficult to

compute the indices of the involved elements. In fact, although the StdTensor may be accessed as if it

were a multidimensional array, the recurrent implicit calculation of the flattened indices would still affect

the resulting computational performance, since it involves numerous integer multiplications. Figure 3.2

illustrates a convolution example, where the elements are represented with their flattened indices (each

tensor is stored as a 1-dimensional vector).
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Figure 3.2: Overlaps of the input and the kernel (windows) during a 2D convolution (flattened indices).

One common approach to implement the convolution operation is to use a technique called im2col.

This consists in rearranging the input and kernel matrices, such that the convolution becomes equivalent

to a matrix multiplication [33]. In particular, the input and output are flattened, and the input is multiplied

by a sparse matrix A derived from the kernel. This approach makes the convolution as efficient as a
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matrix multiplication. However, a downside is that the matrix A grows very quickly, since its dimensions

correspond to (HoutWout ×HinWin). Moreover, while this matrix improves the elements locality, it is

expensive to construct it, since it needs to be updated every time the kernel changes and becomes

more complicated for more complex convolutions. An example of a simple convolution of a 3× 3 image

with a 2× 2 kernel using the im2col method is depicted in Equation (3.3).

x3×3 ∗ w2×2 = z2×2 ⇔


w0 w1 0 w2 w3 0 0 0 0

0 w0 w1 0 w2 w3 0 0 0

0 0 0 w0 w1 0 w2 w3 0

0 0 0 0 w0 w1 0 w2 w3


︸ ︷︷ ︸

A4×9

·



x0

x1

x2

x3

x4

x5

x6

x7

x8



=


z0

z1

z2

z3

 . (3.3)

To implement the convolution operation in a more efficient way (without computing and storing the

expanded matrix A), a different approach was taken, consisting in creating a sort of “recipe” indices for

each element of the output, that indicates which elements of the input and the kernel they will use.

Consider the convolution example illustrated in Figure 3.2. In this figure, the indices of the elements

are in their flattened forms, which correspond to their original positions in the tensors. With this method,

for each overlap, the corresponding input and kernel indices are orderly stored in arrays, as shown in

Table 3.1. From these arrays, each pair of input and kernel blocks (represented with the same color)

will originate one element of the convolution output. Thus, to compute the convolution, the function

simply needs to loop through the indices arrays, multiply the input elements by the corresponding kernel

elements, and sum the products of each group, which will result in the output elements. The indices

intervals array serves to delimit the colored blocks that correspond to each output element. This method

is properly defined in Algorithm 1.

The arrays that make up the “recipe” can be obtained using the ordinary convolution algorithm,

but instead of computing it, the indices of the involved elements are stored. Since the convolution

parameters and corresponding indices do not change, this only needs to be executed once at the start,

so the performance of the “recipe” creation is not that important.

Table 3.1: Input and kernel “recipe” indices to perform the convolution illustrated in Figure 3.2.

input indices = 0 1 3 4 1 2 4 5 3 4 6 7 4 5 7 8

kernel indices = 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3

indices intervals = 0 4 8 12 16

z0 z1 z2 z3
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Algorithm 1: Calculating the convolution output using the window indices method (“recipe”).
Input: input indices, kernel indices, indices intervals
Data: input, kernel
Result: convolution output
for i← 0 to output size−1 do

begin← indices intervals[i] ;
end← indices intervals[i+ 1] ;
for j ← begin to end do

input idx← input indices[j] ;
kernel idx← kernel indices[j] ;
output[i]← output[i] + input[input idx] × kernel[kernel idx] ;

end
end

At its core, this method is similar to im2col while using much less memory, since the total size of the

arrays will be at most (HoutWout × (2×HwWw + 1) + 1), which, for most cases, is smaller than matrix

A. It is also easier to implement for convolutions with a non default stride, padding, or dilation.

Implementation Details

With the convolution operation defined for the proposed StdTensor objects, the convolutional layer can

be easily implemented. As stated in Section 2.1.2, the backpropagation can be computed with a trans-

posed convolution or a convolution with padding and dilation. The latter convolution might seem more

expensive, but the “recipe” method avoids unnecessary calculations (e.g. padded regions, indices cal-

culations, etc.), therefore, the two operations are equivalent in terms of computations. Recall that the

convolution performed for the weight gradient is slightly different because it considers each channel of

the input and error tensors separately. The simplified implementation of this layer is shown in Listing 3.7.

Listing 3.7: Simplified example of the main operations performed in a Convolutional layer (Conv2d).

1 // Forward propagation

2 output = convolution2d(input , weight , bias ,

3 stride , padding , 1, dilation);

4

5 // Backward propagation

6 rotated = rotate_weight(weight);

7 empty = StdTensor <T>();

8 error_1 = convolution2d(error , rotated , empty ,

9 1, (kernel_size -1)*dilation -padding , stride , dilation);

10

11 // Gradient

12 weight_gradient = convolution2d_gradient(input , error ,

13 stride , padding , dilation);

14 bias_gradient = sum_last2(error); // sum elements of last 2 dimensions
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3.3.3 Pooling Layers

The pooling layers perform a 2D operation over an input composed of several input planes. Similarly to

the convolution operation, the “recipe” method was also used to avoid repeatedly computing the kernel

windows and respective indices. This way, each output element knows exactly which input elements it

depends on.

Regarding the average pooling layer, its backward propagation is simple to implement by using the

same method but in the backward direction, that is, relating each input element to the corresponding

output element. Since each input element knows which output elements it affects, it simply has to sum

the errors at those positions and divide by the window size.

Conversely, the maximum pooling layer requires some additional information. The windows indices

can be calculated in a similar manner, but, for the maximum pooling operation, each output element is

affected by only one input element (the maximum element). For the backward propagation, it is neces-

sary to know which input elements were used, thus, the indices of the maximum values are registered

during the forward propagation. With those indices, it is trivial to propagate the error, by assigning those

values to the elements that were maximums (the rest is assigned to 0).

However, when the maximum pool windows overlap (stride < kernel size), there might be some

values that are the maximums for more than one window, thus, in the backward propagation, the cor-

responding error values need to be added together. Although the indices of the maximum values are

registered, they are not stored in any particular order that facilitates the addition of the error values in

case of overlap, which would be desirable for a more efficient implementation. To gather the common

indices of the elements to be added, they are organized in a hash table using the std::unordered_map

container, which has an average cost for search, insert and delete of O(1). This data structure is then

used to backward propagate the error in cases of overlap.

3.3.4 Activation Functions

The activation functions were implemented similarly to layers and not as stateless functions, since they

needed to keep some information during the forward propagation to be later used for the backward

propagation. For the forward propagation, they take as input the previous layer output, they apply the

respective non-linear function, and output the result. For the backward propagation, they first calculate

the derivative of the non-linear function evaluated at the input (the intermediate output zl, stored in the

forward propagation), and then return the element-wise product of that derivative with the propagated

error (see Equation (2.6)).

3.3.5 Save and Load

After training a model, it is useful to be able to save it and load it for later use. The proposed framework

provides functions to achieve that. When a model is saved, the weights of the trainable layers are stored

in a binary file, along with the corresponding posit configuration and tensors dimensions. A model may
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later be loaded from this file. Hence, thanks to the adopted numbering format representation, a model

saved using posit(8, 0) will occupy about 4× less memory than it would if it used a 32-bit format.

Nevertheless, although posits may have a size that is not a multiple of 8, 0s are appended to each

posit value when storing to a file, in order to store them using a byte granularity. Naturally, for posits

whose size is not a multiple of 8, a more storage efficient approach would be to pack more than one

posit per byte and/or split them between various bytes. However, that was not yet implemented5.

3.3.6 Loading a PyTorch model

Despite the ability to load a model obtained using PositNN, the proposed framework can also load or

use a PyTorch model. If that model was saved in a file using PyTorch, then this framework is used to

first load that model. Then, having that model loaded with 32-bit float, the presented functions to convert

from PyTorch tensors to StdTensors are used to copy and convert the model weights to the equivalent

PositNN model, which can use posits of arbitrary precision. This functionality is particularly useful to

train a model using 32-bit float and then evaluate the already trained model using posit.

3.4 Loss Functions

Although this model definition is already enough to test a DNN for inference, it is still not enough to

implement a training procedure nor even evaluate how far is the output from the target. For that purpose,

loss functions need to be implemented. To achieve that, the PositNN framework defines a base class

(Loss) that is meant to be derived from when defining a specific loss function. To calculate its value,

the user only has to initialize the object with the output and target values. To perform the backward

propagation, the backward method is called with the DNN model as an argument, which then takes

care of calculating the loss gradient and propagating it. The supported loss functions are: MSE and

Cross Entropy – by implementing the equations presented in Section 2.1.3. Since the Cross Entropy

loss is more complex and it is also the one that is most used (given that this work focused on image

classification), its implementation details are presented below.

3.4.1 Cross Entropy loss function

As it was referred before, the Cross Entropy loss function may be calculated with Equation (2.20). How-

ever, the softmax calculation is prone to overflow or underflow in the exponential functions (prone to

saturate when using posits). Fortunately, the softmax function has an identity property that can be used

5For the performed tests, the model weights were stored using 16-bit posits, so it would not make any difference.
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to shift the input and avoid these issues [101]:
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(3.4)

where c is an arbitrary constant. If c is chosen to be the maximum value of a`, then the arguments of the

exponential are all less than or equal to 0 and the value of the exponential will never be greater than 1.

As for the calculation of the loss value, it is still necessary to calculate the negative log likelihood.

Using this softmax identity, the equation becomes

L
(
a`, ŷ
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(3.5)

Its implementation consists in first finding the maximum value of a`, calculating the exponential of every

element of a` subtracted by the maximum value, summing them, calculating the logarithm of the sum,

and, finally, subtracting
(
a`ŷ − a`max

)
.

Regarding the backward propagation of the loss, the softmax identity is still valid, thus, its calculation

is equivalent to

∂L

∂a`i
=



exp
(
a`ŷ − a`max

)
∑

j∈last layer
exp

(
a`j − a`max

) − 1 for i = ŷ,

exp
(
a`i − a`max

)∑
j∈last layer

exp
(
a`j − a`max

) otherwise.

(3.6)

Basically, its implementation consists in calculating the fraction above for every element and subtracting

1 if the element corresponds to the target class ŷ. To avoid repeating most of the computations, the

exponentials of
(
a`j − a`max

)
and their sum are stored during the computation of the loss value, so that,

in the end, only a division and a subtraction are performed.

3.5 Optimizer

The final and essential step to train a NN is the optimizer, which is responsible for updating the weights of

the model in order to improve its performance. The developed PositNN framework provides a base class
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(Optimizer) to be derived from when implementing a specific optimization algorithm. When initialized,

this class will receive and keep a list of the model parameters, that will contain the registered weights

and corresponding gradients, passed by reference. Then, the class will have a method (called step)

responsible for applying the optimization algorithm for each model parameter.

Currently, the proposed framework only supports the SGD optimizer, although it can be easily ex-

tended with other optimizers. When selecting which optimizer to implement, the following alternatives

were tested with PyTorch: SGD, RMSprop, and Adam. For LeNet-5 trained with MNIST during 10

epochs, the SGD was the one that achieved the highest accuracy (∼99%). Surprisingly, RMSprop only

achieved an accuracy of ∼ 90% for that number of epochs. When trained with Adam, the accuracy

increased faster, but it stayed at ∼ 96%. In the end, SGD seemed to be a safer choice, with better re-

sults and simpler implementation. Notwithstanding, the other algorithms could possibly achieve a higher

accuracy if trained during more epochs.

3.5.1 Stochastic Gradient Descent (SGD) implementation

SGD is one of the algorithms that were briefly presented in Section 2.1.4 to perform a gradient descent

optimization. In the proposed framework, it is implemented as a class derived from the Optimizer class

and overrides a method named ‘step’, which will perform the update of the weights.

This optimizer was implemented similarly to PyTorch [37, 39], that is, using a set of formulas slightly

different from those shown in Equation (2.22). One difference is the learning rate that is used for the

entire momentum term (velocity) and not only for the gradient. This implementation also includes a

weight decay factor, λ1, also known as L2 regularization, which is an additional term added to the

gradient before the weight update that will cause the weights to exponentially decay to 0. Additionally,

it also includes a dampening value, λ2, which is used for the momentum term. The resulting equations

are the following:

G(t) =
∂R
∂w

∣∣∣∣
w(t)

+ λ1w(t), (3.7a)

v(t+ 1) = γv(t) + (1− λ2)G(t), (3.7b)

w(t+ 1) = w(t)− ηv(t+ 1), (3.7c)

where G(t) is an auxiliary term equal to the gradient added to the weight decay term. Moreover, this

optimizer may also receive a boolean to enable the NAG technique, which changes Equation (3.7c) to

w(t+ 1) = w(t)− η (G(t) + γv(t+ 1)) . (3.8)

One known issue of the SGD is its constant learning rate. If too small, the optimizer will take a long

time to converge and, if too large, might not be able to improve the model accuracy above a certain

level (the model needs a sort of fine-tuning). Thus, a common technique is to implement a learning rate

scheduler, which will adapt the learning rate throughout the training process. By using a large learning
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rate for the initial epochs (to speed up convergence) and decreasing it as the model accuracy converges

(to fine-tune), it usually provides good results. The options received by this optimizer are stored as public

class attributes, thus, the user can change them anytime, particularly, during the training process.

3.6 Parallelization of the proposed framework

Most deep learning calculations consist of basic linear algebra operations. However, they usually involve

lots of data, making them very computationally expensive. To overcome this problem, many DL frame-

works allow their users to accelerate those calculations in GPUs [61] and to perform them in parallel,

thus greatly increasing the computational performance. However, the Universal software library used

to simulate posit arithmetic does not support GPU acceleration. Nevertheless, although PositNN will

strongly rely on the CPU, there is still space for improvement. Besides compiling it with full optimization

(gcc option -O3), parallel computing will also greatly improve the framework performance. The following

subsections describe the adopted methodology to parallelize the implemented framework.

3.6.1 Profiling

Before trying to improve the framework performance, it is important to know which functions take the

longest to execute. To do so, a profiling tool named GNU Profiler (gprof) [102] was used to determine

the slowest and most frequent parts of the program. In particular, this tool generates two tables: a flat

profile that shows the total amount of time the program spent executing each function, and a call graph

that shows how much time was spent in each function and its children.

This profiler was applied to evaluate the training of a 5-layer CNN, with 1024 samples and using posit

representations. The top 5 entries of the flat profile and their corresponding percentage of execution

time were: quire_mul (19.5%), scale (16.5%), add_value (9.5%), subtract_value (8.3%), extract_fields

(8.2%). All these functions are quire or posit related, which was expected given that they are being

simulated via software. Hence, since the main objective is to improve the proposed PositNN framework

and not exactly the posit library, it is necessary to know where these functions are being called. The

top 4 are quire related, thus, the slowest parts of the program will probably correspond to the linear

and convolutional layers, which is where the quire is mainly used. This is backed up by the call graph,

where it can be seen that the most time-consuming functions are in the training loop, specifically, in the

backpropagation.

3.6.2 Implementation details

In order to improve the program performance, the most time-consuming functions were implemented

with multithreading support, that is, their load was divided by multiple threads. These threads were

implemented with std::thread, a class provided by the C++ Standard Library, which ensures that it is

portable and compatible with any system that supports C++11. To select the maximum number of

threads to use, the user only needs to specify that option during the compilation.
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The first functions to be implemented with multithreading support were the matrix operations. By

doing so, a user will benefit from the parallelization of these functions in all parts of the program that

use matrix operations. Considering, for example, a matrix multiplication, each output element can be

calculated independently of the others, therefore, the output matrix can be divided into different regions

to be calculated in parallel in separate threads (see Figure 3.3b).

A more general approach comes from observing that each layer tends to operate on a mini-batch,

instead of one sample at a time. Usually, the operations performed on a sample are independent of

the other samples, thus, each mini-batch can be divided into multiple subgroups of samples that are

processed in parallel in different threads (see Figure 3.3c). This load balancing is usually simpler, since,

dividing by samples can be easily achieved by indexing the first dimension of the tensor; while dividing

by output elements (like in the previous approach) will frequently require tinkering with more dimensions.

This approach was employed to parallelize most layers.

Operation

Input Output

(a) None

Operation
Thread

Operation
Thread

Operation
Thread

Input Output

(b) By output elements

Operation
Thread

Operation
Thread

Operation
Thread

Input Output

(c) By samples

Figure 3.3: Different ways to divide the load of a layer in multithreading. Each row will correspond to a
different sample and each column to a different output index (neuron).

The considered optimizer was also parallelized since the model weights can be updated indepen-

dently. With this implementation, the majority of the functions are executed in multiple threads and the

program can take full advantage of the several cores that integrate the CPU.

Finally, in what concerns concurrency problems, it should be recalled that the adopted parallelization

is applied over independent calculations, thus avoiding any race condition between threads. Moreover,

since the parallelization is implemented per operation, layer, or stage, then the main thread only has to

wait for each worker to finish its assigned computations and synchronizes with a barrier.

3.7 Summary

In this chapter, PositNN – an entire framework for DNN training and inference using posits – was pro-

posed. First, it was discussed how extending an existing DNN framework to support posit arithmetic

would require the reimplementation of a large portion of its functions, possibly having to use some addi-

tional tricks to circumvent its limitations. Thus, it was comparable to implementing a separate framework

from scratch, in terms of the amount of work. It was therefore decided to develop a new framework for

DNNs and the first implemented component was the multidimensional tensor class that would store posit

values. Based on this class, common NN layers and functions were implemented, whose main details

were discussed. The chapter ends with a discussion about the framework performance, particularly,

how the most time-consuming functions were parallelized with multithreading support.
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The previous chapter proposed the PositNN framework, aiming the evaluation of DNNs when imple-

mented with the posit numbering system. In particular, despite some related work already reporting that

16-bit posits can directly replace 32-bit floats for DNN training, the usage of even smaller posit preci-

sions has yet to be thoroughly studied. This chapter aims to give a better insight on DNN training using

posits, specifically, how much can the posit precision be decreased without penalizing the achieved

model accuracy. Moreover, some particularly useful techniques to improve the numerical errors when

using low-precision formats are presented, along with some implementation details. Those techniques

are: accumulation with quires, usage of different/mixed precisions, and usage of posits underflow.

In accordance, the structure of this chapter will be similar to an iterative/optimization process, where

the goal is to decrease the used posit precision while maintaining an accuracy similar to 32-bit float.

The performed experiments consist in training the CNN LeNet-5 on the Fashion MNIST dataset

for 10 epochs, followed by a thorough evaluation of the model performance6. PositNN will be used

to train with the posit format, while PyTorch will be used to train with floats and used as the reference

implementation. More details of the training process are shown in Table 5.2 (in appendix). Due to

the randomness of this process (e.g. network initialization, shuffled dataset), whenever relevant, the

experiments were repeated 2-3 times and averaged.

The implementation of a complete training example of LeNet-5 on Fashion MNIST using PositNN is

presented in Appendix A.2.

4.1 Minimum Posit precision

As referred in Section 2.2.3, posits are defined by two parameters: nbits and es. However, despite the

recommended configurations presented in Table 2.3, it is interesting to further investigate how the DNN

performance is affected by different combinations of these two parameters. PositNN is the appropriate

tool for such study, since it allows training DNN with posits of any arbitrary precision. In this first experi-

ment, a model was trained using the same posit precision in all stages and without using quires in the

accumulations. The obtained results are presented in Figure 4.1 for different configurations.

As described in similar studies [21, 81], the recommended posit(16, 1) format can seamlessly sub-

stitute the 32-bit float. However, as the number of bits decreases, the situation becomes more intricate.

In particular, posits with the exponent size es = 0 start to fail, even when 16 bits are used. The same is

observed for smaller posits, particularly, the 10 and 9-bit posits are unable to train when es = 0 (a 10%

accuracy is equivalent to randomly classifying a 10-class dataset). Regarding the 8-bit posit, despite the

configuration with es = 0 being the recommended [25], the model is unable to train with any es. In fact,

considering that most data in DNNs have normal distributions with small variances [73], narrow posits

with es = 0 do not have a wide enough dynamic range to represent those smaller values.

Hence, despite the promising gains in terms of the used hardware and energy resources, the adop-

tion of such a numbering system that used up to one quarter (8-bits) of the number of bits used by a

6Small accuracy differences (< 1%) were assumed to be caused solely by the randomness of the training process and not
exactly by lack of precision of the numerical format.
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float posit(16, 1) posit(9, 1) posit(8, 0)

Format Accuracy

es = 0 es = 1 es = 2

Float (FP32) 90.28%

Posit16 88.23% 90.87% 90.55%
Posit12 66.66% 90.15% 90.26%
Posit10 19.86% 88.15% 88.52%
Posit9 11.65% 84.65% 82.50%
Posit8 10.00% 12.54% 12.55%

Figure 4.1: Evaluation of how different posit precisions compare to 32-bit float for DNN training. On the
left, it is presented a plot of the training loss and testing accuracy of a model trained with various posits.
The table on the right shows the achieved accuracies when using a with different number of bits and
exponent sizes. The float implementation was used as reference.

IEEE 754 float (32-bits) is a challenging target that still requires some further investigation in order to

identify some complementary techniques that have also to be considered.

4.2 Posit quires for intermediate accumulation

Although the numerical error produced in a simple operation performed with low-precision posits might

not be that significant, when accumulated in successive operations (such as in matrix multiplications or

convolutions), it might severely undermine the accuracy of the result. To mitigate the error introduced in

such large accumulations, the Posit Standard defines the use of a quire format, designed to accumulate

exact dot products. This mechanism is particularly useful in this specific application, since it avoids the

many quantization errors that would occur during the accumulation, by ensuring that the rounding to

posit is only applied in the end. To better grasp how useful this mechanism is, suppose the following

hypothetical accumulation:

2× 10 + 2× 10 + 2× 10 + 2× 2 = 64. (4.1)

If it were to be performed using posit(8, 0), all those values (2, 10, and 64) could be represented without

error. However, each term (2 × 10) would be rounded to 16 and both (32 + 16) and (32 + 4) would also

be wrongly rounded to 32, as shown in Equation (4.2):

2× 10 + 2× 10 + 2× 10 + 2× 2 (4.2a)

→ 16 + 16 + 16 + 4 (4.2b)

→ 32 + 16 + 4 (4.2c)

→ 32 + 4 (4.2d)

→ 32 (4.2e)
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which corresponds to an error of 50% with respect to the expected value. However, if the accumulation

were to be performed using a quire, the result would exactly correspond to the expected value. Although

this is a specific example to demonstrate how low-precision posits may fail, it clearly shows how better

quires are for large accumulations.

To accommodate this useful mechanism, PositNN framework provides support to perform accumu-

lations with or without quires, specified through a compilation option. Moreover, the posit library also

allows choosing how large is the carry guard field (capacity) used for the quire format. To be compliant

with the Posit Standard [25], this field should have a size7 of nbits− 1.

To evaluate the effect of accumulating with/without quires, the same model was once more trained

with 8-bit posits. The results of training with and without quires are shown in Table 4.1. Although

the model still does not achieve an acceptable accuracy, it shows a slight improvement when quires are

used. However, when evaluating a previously trained model (using floats) only in terms of the subsequent

inference phase computed with 8-bit posits, all the tests presented in Table 4.2 show a better accuracy

when quires are used. This also shows how less sensible to numerical error the inference process is

when compared to training, since it was already able to achieve good results with 8-bit posits.

Table 4.1: Training and testing a model using 8-bit
posits while accumulating with and without quires.

Format Accuracy

Without quire With quire

Float (FP32) 90.28%

Posit(8, 0) 10.00% 15.12%
Posit(8, 1) 12.54% 15.41%
Posit(8, 2) 12.55% 19.39%

Table 4.2: Testing a model using 8-bit posits while
accumulating with and without quires. Model pre-
trained with floats.

Format Accuracy

Without quire With quire

Float (FP32) 90.28%

Posit(8, 0) 88.80% 89.93%
Posit(8, 1) 89.14% 90.23%
Posit(8, 2) 88.71% 90.05%

4.3 Mixed Precision Configurations

Since different stages of DL may have different accuracy requirements, it is interesting to analyze models

that use different posit precisions throughout their computations, which may allow training with smaller

posit precisions in some stages or network layers. To satisfy this feature, the designed tensor class,

StdTensor, allows to declare tensors of arbitrary precisions and to convert them to other data types.

With such capability, computations with mixed precision can conveniently be implemented.

From now on, the used nomenclature for the various configurations represents the posit preci-

sions used in different stages: Optimizer (O), Loss (L), Forward propagation (F), Backward propagation

(B), and Gradients calculation (G). The number next to these letters represents the number of bits of

the posit used, and the subscript q indicates that quires were used. Both exponent sizes of 1 and 2

provided good results for DNN training and since the most recent Posit Standard [24] fixes es = 2, the

next experiments will also use that setting (unless specified otherwise)8.

7In order to implement the standard quire with the Universal library, the size of the capacity field should actually be set to
nbits − 2, since it implicitly implements the integer field with an extra bit.

8For example, the configuration O16-L12-FBG8q means: optimizer (O) with posit(16, 2), loss (L) with posit(12, 2), forward (F),
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4.3.1 Optimizer Precision

This step is very sensitive to numerical precision, which makes this technique particularly important.

In fact, as the model converges and the gradients decrease, the weight update (gradient multiplied by

the learning rate) might become too small to be represented with a low precision format. Moreover,

the ratio between the weight value and the weight update is usually large so, even if the weight update

is representable, the utilized format might not have enough resolution to represent the optimizer step

result. This representation problem, with the gradients becoming too small, is commonly referred to

as the vanishing gradient problem. However, the opposite problem, known as the exploding gradient

problem, may also occur. As a consequence, the error introduced by a low-precision format might

unstabilize the network and cause its weights to “explode”/diverge to an unrecoverable state. In [15, 73],

low-precision floating-point and posit representations are used in the DNN training phase. In particular,

in order to prevent any model accuracy loss, a higher precision primary copy of the weights is kept and

used in the optimizer step.

To evaluate the consequences of this problem, a CNN model was trained using 8-bit posits every-

where except for the optimizer, which used a higher precision. The results of using an optimizer with

{16, 12, 10, 9, 8}-bit posits are presented in Figure 4.2. Impressively, by making only the optimizer to

use a higher precision than the rest of the stages, which use 8-bit posits, it showed to be enough to

allow the model to train and achieve a proper accuracy. Although it is not at the same level as a model

trained using floats (∼ 90%), the model accuracy comes very close when only 16 or 12-bit posits are

used (∼88%).
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Figure 4.2: Evaluation of how the model accuracy changes when the model is trained using a higher
posit precision for the optimizer and 8-bit posits everywhere else. Table with the accuracies achieved
using various precisions for the optimizer. Using the results obtained with 32-bit float for reference.

backward (B), and gradient (G) with posit(8, 2), and accumulating with quires (q).
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4.3.2 Loss Precision

The experiments presented in the previous subsection have shown that training a DNN model using

almost exclusively 8-bit posits (except for the optimizer, which uses a higher precision), was enough to

boost the model accuracy to a value very near to the obtained when 32-bit floats were used. In [103]

and [104], which both train DNNs with low-precision floating-point numbers, the authors observed that

the last layer of the model was very sensitive to quantization. More precisely, when compared with the

forward, backward, and gradient calculations, the softmax function requires more precision. For posit

numbers, Lu et al. [73] also found that the model accuracy was very sensitive to the precision of the last

layer.

Having the previous observations in mind, the next experiments consisted in training the model using

a higher precision for both the optimizer and the loss layers. PositNN implements the softmax operation

within the Cross Entropy loss function, therefore, the precision of the loss function was increased instead

of the last layer. At this respect, it should be noted that increasing the precision of the loss function will

not directly affect the model accuracy because it is not used for inference. However, it will greatly affect

the training process because it is where the backpropagation starts.

The results of these experiments are shown in Figure 4.3. The first experiment, where the loss was

computed with 16-bit posits, immediately showed that using the optimizer and loss functions with higher

precisions is enough to train a model and to achieve an accuracy equivalent to when 32-bit floats are

used everywhere. Moreover, it can be observed that the accuracy stays practically unaffected when the

model uses as few as 12-bit posits for the optimizer, 9-bit posits for the loss, and 8-bit posits everywhere

else.
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Figure 4.3: Evaluation of the accuracy achieved by a model trained using higher precision posits for the
optimizer and loss and 8-bit posits everywhere else. The optimizer uses 12-bit posits while the loss is
tested with various precisions. Table with the achieved accuracies and using the results obtained with
32-bit float for reference.

Naturally, the overhead of using a higher precision for the optimizer and loss will naturally depend on

the model and functions used. However, for this model in particular, these stages represent only about
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5% of the total computations. The majority of the computations correspond to the forward propagation,

backward propagation, and gradients calculations, which can be computed with 8-bit posits. Moreover,

even when higher precision is required, 16-bit posits are enough to replace 32-bit floats. Note also

that increasing the precision of the loss function is not as computationally expensive as increasing the

precision of the last layer would be, since the latter usually involves many more operations.

4.3.3 Implementation Details

There are some situations where the use of mixed precision is not straightforward, given the framework

implementation. One such example is a model whose weights use different posit precisions per layer.

This is problematic because the optimizer takes a list of the model weights as an input argument, which

will influence the precision used to perform the computations. Ultimately, each posit configuration would

correspond to a different data type, and, consequently, this list would be a heterogeneous container.

Although C++ provides some data types that could be used to contain different data types (e.g. std::any,

std::pair, std::tuple, std::variant, etc), they fail to be flexible and general enough for the framework re-

quirements.

To overcome this problem, a new container, named MixedTensor, was developed. The idea behind

this container is to provide a tensor of a specific data type, which also provides copies in other arbitrary

types. Hence, in scenarios where a homogeneous vector of objects is necessary, as just explained for

the optimizer, declaring the weights with this MixedTensor allows to then construct that vector with the

main versions of the tensors (which were all declared with the same data type). Then, for the individual

computations of each layer, the corresponding copies are used, which can have an arbitrary data type.

Every time the main tensor changes, its copies are seamlessly and automatically updated.

However, one might question if a heterogeneous container would still be necessary to store all the

different MixedTensors9. This was answered with C++ polymorphism. By deriving the MixedTensor class

from an auxiliary non-template base class, it is then possible to populate the container with pointers to

objects of the base class, thus, their data types are the same. The address of a MixedTensor is cast to

the address of the base class, but it can still call methods overridden by the derived class (MixedTensor).

This approach allows layers to use different precisions and avoids unnecessary conversions. The

only limitation is that all model weights have to use the same posit precision in the optimizer. It is a small

price to pay, given that the other stages are free to use any precision.

4.4 Operations Accuracy

In the previous sections, it was observed that as the posit precision decreased, so did the achieved

model accuracy. Consequently, it is specially important to reduce the sources of numerical errors when

9MixedTensor is a templated class, so when two objects are declared with different data types associated, the class is different.

61



using low-precision posits. One particularly useful metric is the decimal accuracy, defined as [20]:

decimal accuracy = − log10

(∣∣∣∣log10(xy
)∣∣∣∣) , (4.3)

where x and y are either the correct value or the computed value when using a certain numeric format.

Accurate values (x and y are close) will correspond to large decimal accuracies, while inaccurate values

(x and y are very different) will correspond to smaller decimal accuracies.

4.4.1 Powers of 2

Whenever one of the operands of an IEEE 754 multiplication or division is a power of 2, the result can

be calculated without error, since it will only affect the exponent field (as long as it does not overflow or

underflow). For posits, this is not always the case, as seen in Equation (4.2) with the 2× 10 term. Since

the exponent will also have a contribution from the variable-length regime field, some bits of the fraction

might be lost, thus altering the information of the significand.

Figure 4.4 illustrates the decimal accuracy obtained with the multiplication of two posit(8, 2) values.

Since the decimal accuracy can vary between ±∞, it was normalized with the sigmoid function, so

that it is bounded between 0 and 1 (exact values will correspond to 1). On the left plot, the horizontal

and vertical black lines will mostly correspond to operands that are powers of 2, which is more evident

through the peaks on the right plot, obtained by averaging the decimal accuracy along the first operand.

Thus, multiplying by powers of 2 is generally more accurate and should be preferred. One practical

use of this observation in the scope of DNN training is to adopt powers of 2 for the learning rate of the

optimizer.
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Figure 4.4: Decimal accuracy obtained with the multiplication of two posit(8, 2) values, normalized with
the sigmoid function. Note there is not any result that is extremely inexact (decimal accuracy = 0), which
would occur if the product could overflow or underflow as it does with floating-point formats.
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4.4.2 Operations Order

Looking once more at the computation of the Cross Entropy loss, it was observed that the way this

function is implemented greatly affects the model accuracy. Considering the backward propagation of

the target class, it is equivalent to performing a division followed by a subtraction (see Equation (3.6)),

but it can be equivalently calculated by first performing a subtraction and then a division:

A

B
− 1 =

A−B
B

. (4.4)

The first implementation is the most common one, since the division part will correspond to the softmax

function. However, from the observation of the conducted experiments, performed by training a model

with both implementations, it was concluded that the first one was actually unstable, while the second

formulation not only showed to be more stable but also achieved a better accuracy. At this respect, it

shall be recalled that the Posit Standard defines some fused operations, which the used posit library

(Universal) also supports. The usage of these operations should, in principle, reduce the associated

rounding errors. Once more, subtracting first and then dividing showed to provide better results, as

presented in Figure 4.5 (training with configuration O12-FBGL8q).
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Figure 4.5: Evaluation of different implementations of the Cross Entropy loss operation when training
with posits. Table with the achieved model accuracies. Compared against the accuracy of a model
trained with 32-bit float.

To get a better insight on why subtracting first showed better results than dividing first, the decimal

accuracies obtained with both operations orders were calculated and compared in Figure 4.6. In these

plots, black regions correspond to operations where the result is the same for both implementations and

colored ones correspond to operations where a certain implementation is more accurate than the other.

By observing the presented plot drawn with logarithmic scale, dividing first seems to be more accu-

rate than subtracting first, since the red regions appear to be larger. However, this does not account

for the distribution of the posit format, which is denser near 1. If the plot is shown with no scale (the

posits are evenly distributed/spaced), the green region in the center is much larger, which corresponds
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(a) Logarithmic scale (b) No scale (posits evenly spaced)

Figure 4.6: Comparison of the normalized decimal accuracy of divide first then subtract vs subtract first
then divide (see Equation (4.4)), using posit(8, 2). If green, subtract first is better, otherwise, if red, divide
first is better.

to where subtracting first is more accurate. Recalling the softmax analogy to probabilities, A/B will cor-

respond to the probability of the target class, which should tend to 1 as the model trains. Therefore, the

value of A will be similar to B (with A < B) and it will exactly correspond to the region where subtract

first is more accurate.

4.5 Training with less than 8-bits and Underflow

Being able to train DNNs with 8-bit posits, one might wonder how much more can the precision be

decreased until the model is no longer able to train. In [74], the authors observed that the absence of

the underflow condition was undermining the posit convergence for low-precision posits. The underflow

topic was once more addressed in [73], where specially adapted posit formats that could underflow were

used for DL (for quantization), inspired by the fact that small values can be set to zero without hurting

the model performance.

To evaluate if the lack of underflow is undermining the posit convergence, the considered posit library

(Universal) was modified to support underflow, enabled through a user-defined option during compila-

tion. Lu et al. [73] set the underflow threshold to minpos/2, which means that all values smaller than

such threshold will underflow to 0 when quantized to posit.

However, the present work proposes a different and more natural approach, by implementing the

underflow condition as it would occur if a posit could round to 0 (the same way it rounds to any other

value) instead of saturating to minpos. According to the Posit Standard [25], the rounding rules state that

the value is rounded to the nearest binary value if the posit were encoded to infinite precision beyond the

nbits length; if two posits are equally near, the one with binary encoding ending in 0 is selected. Thus,

the threshold value will correspond to the infinite precision posit representation whose binary value is

equally near to 0 and minpos. As an example, for a posit(4, 1) configuration, the 0 and minpos values
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are:
0 : 0000 → 0,

minpos : 0001 → 22
1×(−2).

(4.5)

Since the underflow condition applies the rounding rule, the threshold value will correspond to the binary

encoding that is equally near to 0 and minpos (represented with infinite precision):

0 : 0000 000 . . . → 0,

(threshold : 0000 100 . . . ) → 22
1×(−3),

minpos : 0001 000 . . . → 22
1×(−2).

(4.6)

This threshold value is specific to the posit(4, 1) configuration, but it generalizes for any nbits and es

configuration as

threshold = 2−2
es×(nbits−1) = minpos/22

es
. (4.7)

Hence, if a value is less than or equal to10 the threshold value, it will round to 0. This threshold

condition is more flexible than a fixed one when working with arbitrary posit configurations. For example,

for posits with es = 2, the threshold will be minpos/16, which is more appropriate for the corresponding

larger dynamic range than the minpos/2 adopted in [73]. To implement it, the posit software library was

modified such that, instead of always saturating for values smaller than minpos, it only saturates if the

value is smaller than minpos but larger than the threshold, otherwise, when less than or equal to the

threshold it underflows.

To test and evaluate this modification, the model was once more trained with 12-bit posits for the

optimizer and loss calculations, but this time using {7, 6, 5}-bit posits everywhere else, with and without

underflow, as presented in Figure 4.7. When 5-bit posits were used, the model was clearly unstable.

However, when the posits could underflow to zero, the model was capable of achieving a much higher

accuracy and took longer to diverge.

Hence, in what regards the implementation of DL networks, it is concluded that the problem of satu-

rating to minpos (instead of underflowing to 0) is that, as the values decrease, they will continue affecting

the involved computations (e.g. damaging the directions of the gradients).

Loss Scaling

Similar studies where NNs were trained with 16-bit floats [15, 87] observed that the gradients tend to

have small magnitudes values and often underflow. One solution to this problem was to scale up the

gradients, shifting the logarithmic distribution of their values in order to occupy more of the representable

range of this format. This can be achieved with a technique called loss scaling, which consists in scaling

the loss value before the backward propagation. By applying the chain rule, all the gradients end up

scaled by the same amount.

However, considering that the backpropagation stage has already been shown to be feasible with only

10Since the binary encoding ending in 0 takes precedence, the threshold value underflows to 0.
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Figure 4.7: Evaluation of how underflow affects a model trained with low-precision posits. Plot of the
training loss and testing accuracy and a table summarizing the achieved accuracies.

8-bit posits or even less, it does not seem necessary to use such an additional technique. Nonetheless,

this technique was evaluated for lower posit precisions but no accuracy improvements were observed.

Moreover, more complex scaling techniques, such as adaptive loss scaling, when applied to models with

posits of reduced precision, introduced more rounding errors than actual accuracy benefits.

4.6 Summary
This chapter evaluated the model accuracy performance when applying the posit format in DNN im-

plementations. Initially, it was analyzed how the posit configuration (nbits and es) affected the training

process, without any other special technique to improve the performance. It was observed that 16-bit

posits could directly replace 32-bit floats, but lower precision posits or any with es = 0 had trouble train-

ing or did not even converge (8-bit posits). Then, the usage of quires for accumulations was evaluated,

which corresponded to a small increase in the model accuracy. Moreover, it was observed that there

are some computations in DNN training that require more precision than others. Therefore, the PositNN

framework was extended to support computing with mixed precision. This modification allowed to train

networks using as few as 8-bit posits, relying only on 12-bit posits for the optimizer and the loss calcula-

tions. Since low-precision posits are more prone to numerical errors, a few methods to take advantage

of their most accurate regions were presented. Furthermore, the posit precision was decreased even

below 8 bits, which still gave acceptable results when 5-bit posits were implemented with underflow.
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The previous chapter presented multiple results concerning the adoption of posit formats to imple-

ment DNNs, namely, it showed that a mixed-precision configuration using mostly 8-bit posits can be

used for DL training. However, such preliminary analysis only addressed the Fashion MNIST dataset

and the LeNet-5 model. Therefore, in order to validate some of the preliminary conclusions that were

already presented, the same configuration will be evaluated when training more complex datasets and

models. Besides training, posits will also be evaluated for DNN inference when using the same datasets

and models. This step is expected to be more resilient to numerical errors and to allow even lower pre-

cisions. The obtained results will be used to discuss the most recent version of the Posit Standard. At

last, the proposed framework PositNN is evaluated in terms of gained speedup with parallelization.

5.1 Experimental Setup

To validate the use of posits for DNN training and inference, a few more datasets and models were

implemented in PositNN and PyTorch (to compare with floats). Once again, and similarly to what is ob-

served in related works, the experiments focused on image classification. In addition to Fashion MNIST,

the simpler MNIST dataset was evaluated, also with the CNN LeNet-5. Nonetheless, more complex

datasets were evaluated, such as CIFAR-10 and CIFAR-100 (detailed in Section 2.1.6). Besides the

LeNet-5 model, the presented evaluation also considered a variation of the CifarNet model. In particu-

lar, this model is similar to the one used in [81], being composed of ∼ 0.5 million parameters and it is

illustrated in Figure 5.1. Table 5.1 summarizes the covered datasets and models. The training hyperpa-

rameters are shown in Table 5.2, which were the same for all models and datasets, since they showed

the best results.
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Figure 5.1: Architecture of the evaluated variation of CifarNet based from [81] with ∼5× 105 parameters.

Table 5.1: Considered datasets, models, and number of epochs used for training.

Dataset Model Epochs

MNIST LeNet-5 10
Fashion MNIST LeNet-5 10

CIFAR-10 CifarNet 20
CIFAR-100 CifarNet 20

Regarding the considered datasets, they were preprocessed by applying a normalization step that

moved their mean value to 0 and the standard deviation to 1. The training datasets were conveniently
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Table 5.2: Configurations used for the training of the various CNNs. LR is for Learning Rate.

Loss Optimizer Initial LR LR Scheduler Momentum Batch Size

Cross Entropy SGD 1/16 Divide by 2 after every 4 epochs 0.5 64

shuffled, since such randomness helps with the model convergence and achieved generality. All the

experiments were repeated 2-3 times and then averaged, to account for the randomness caused by the

network initialization, shuffled training data, and dropout layers.

To evaluate the models, the top-k performance metric was used, which measures the percentage of

tests where the target class was in the k most probable classes of the predicted output. When k = 1,

top-1 is exactly equivalent to the model accuracy, but greater k values are particularly useful to evaluate

more complex datasets or those with many classes.

5.2 DNN Training Evaluation

The results obtained for DNN training using posits are shown in Table 5.3. They were obtained using the

developed PositNN framework and with mixed-precision training, where the majority of the computations

were performed with 8-bit posits and only the optimizer and loss functions used posits with higher preci-

sion. One of the chosen mixed configurations is illustrated in Figure 5.2 (similar to Figure 3.1 previously

shown), which clearly specifies the various posit formats used throughout the training procedure and

the employed optimizer and loss functions. Appendix A.2 exemplifies how the experiments were imple-

mented with PositNN. For comparison, the same models were trained with 32-bit floats using PyTorch.

Forward
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Cross
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Backward
Propagation

Gradients

SGD

Dataset

Model

Output

Target

Training
Inference

posit 8

posit 8

posit 8

posit16
posit 8

posit 8

posit 8

posit16

Figure 5.2: Block diagram of the mixed low-precision posit configuration used to train and test vari-
ous CNN models. It uses the SGD optimizer and the Cross Entropy loss, both calculated with 16-bit
posits. Everything else is computed with 8-bit posits. The colors denote blocks with similar or related
calculations.

According to the obtained results, the mixed-precision configuration that was proposed in the pre-

vious chapter – consisting in using 8-bit posits for everything except the optimizer (O) and loss (L),
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Table 5.3: Accuracy evaluation of using posits for DNN training with mixed precision and various datasets
and models. The obtained results were compared against the same models trained with 32-bit floats
with PyTorch.

Format
MNIST Fashion MNIST CIFAR-10 CIFAR-100

(LeNet-5) (LeNet-5) (CifarNet) (CifarNet)

Accuracy Accuracy Top-1 Top-3 Top-1 Top-5

Float (FP32) 99.21% 90.28% 70.79% 92.64% 36.35% 66.92%
Posit8 and O16-L16q 99.19% 90.46% 71.30% 92.65% 35.41% 67.00%
Posit8 and O16-L12q 99.17% 90.14% 71.09% 92.83% 35.27% 66.57%
Posit8 and O12-L12q 99.20% 90.07% 68.28% 91.22% 25.85% 57.77%

that use 12-bit posits – was enough to achieve an accuracy equivalent to 32-bit floats when evaluated

with the Fashion MNIST dataset. As expected for MNIST, which is a simpler dataset, the same was

observed. However, with this mixed-precision configuration, CIFAR-10 suffered a small accuracy loss

and CIFAR-100 an even larger loss when compared to floats. To overcome this problem, the precision

of the optimizer and the loss functions were increased to 16-bit posits and the models were then able

to achieve the 32-bit float performance. This precision increase allowed the model weights to use a

larger dynamic range and to be updated more accurately, which seems to be necessary for more com-

plex datasets. For CIFAR-100, the top-1 accuracy appears to be slightly worse, but the top-5 accuracy

reassures that the performance achieved with posits is equivalent to 32-bit floats.

It is important to recall that being able to replace 32-bit floats with 8-bit posits immediately corre-

sponds to a 4× smaller memory footprint. Moreover, if the power required by a posit unit is comparable

to its IEEE 754 compliant counterpart (as suggested by [22]), then it will also use much less energy.

Even for the computations that require more precision, 12 and 16-bit posits seem to be enough, never

requiring a 32-bit format.

The obtained results can be also compared with other studies that used low-precision floats, such

as in Langroudi et al. [21], where a FCNN was trained with MNIST and Fashion MNIST using 32 and

16-bit floats. While 32-bit floats achieved an accuracy of 98.09% and 89.11% for these two datasets,

16-bit floats only achieved 90.65% and 81.73%, respectively. Thus, posits can achieve a much better

performance than 16-bit floats while using half the memory.

5.3 DNN Inference Evaluation

In addition to DNN training, it is also relevant to evaluate the performance of posits for DNN inference.

To do so, all the considered models were trained in advance with floats (but could also be trained with

posits, as long as a good model accuracy was achieved) and then the model weights were quantized to

a low-precision posit to test the forward propagation. For each dataset, {3-8}-bit posits were evaluated

with different values of the exponent size (es) and using quires for the accumulations – see Tables 5.4

to 5.7. For {3, 4}-bit posits, some es values are not represented because the posit library does not

support those configurations11.

11For example, a 3-bit posit uses 1 bit for the sign and 2 bits for the regime, therefore, the exponent size is 0.
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Table 5.4: Accuracy of LeNet-5 inference on
MNIST using various posit configurations.

Format MNIST: Accuracy

es = 0 es = 1 es = 2

Float (FP32) 99.21%

Posit8q 99.18% 99.21% 99.20%
Posit7q 98.70% 99.13% 99.17%
Posit6q 94.94% 98.77% 98.83%
Posit5q 63.97% 95.97% 95.68%
Posit4q 46.79% 70.90% -
Posit3q 19.53% - -

Table 5.5: Accuracy of LeNet-5 inference on Fash-
ion MNIST using various posit configurations.

Format Fashion MNIST: Accuracy

es = 0 es = 1 es = 2

Float (FP32) 90.28%

Posit8q 89.93% 90.23% 90.05%
Posit7q 88.51% 89.80% 89.58%
Posit6q 81.16% 87.71% 87.36%
Posit5q 42.03% 83.14% 81.77%
Posit4q 23.28% 52.53% -
Posit3q 10.83% - -

Table 5.6: Top-1 and Top-3 accuracies of CifarNet inference on CIFAR-10 using various posit configura-
tions.

Format CIFAR-10: Top-1 / Top-3

es = 0 es = 1 es = 2

Float (FP32) 70.79% / 92.64%

Posit8q 70.91% / 92.89% 71.01% / 92.84% 70.23% / 92.58%
Posit7q 69.41% / 92.54% 70.04% / 92.46% 69.18% / 92.19%
Posit6q 59.09% / 91.08% 68.66% / 92.21% 64.74% / 91.14%
Posit5q 17.03% / 72.60% 61.35% / 89.67% 54.50% / 86.82%
Posit4q 11.16% / 41.11% 40.13% / 79.97% -
Posit3q 9.91% / 30.41% - -

Table 5.7: Top-1 and Top-5 accuracies of CifarNet inference on CIFAR-100 using various posit configu-
rations.

Format CIFAR-100: Top-1 / Top-5

es = 0 es = 1 es = 2

Float (FP32) 36.35% / 66.92%

Posit8q 34.93% / 66.33% 35.51% / 66.70% 35.57% / 66.67%
Posit7q 32.19% / 64.86% 34.12% / 66.25% 34.30% / 65.68%
Posit6q 20.31% / 55.41% 31.04% / 64.62% 28.75% / 61.08%
Posit5q 2.91% / 13.96% 21.80% / 56.90% 14.74% / 44.07%
Posit4q 1.33% / 7.20% 8.50% / 28.25% -
Posit3q 0.78% / 4.55% - -

The obtained results are similar to those presented in related works [21, 81] considering only the

inference phase. However, the conducted experiments evaluate even lower precision posits and use

quires for intermediate accumulation. In more detail, for every experiment performed with 8-bit posits,

the implemented networks showed to be capable of performing as well as 32-bit floats, with model

accuracy differences lower than 1% (except when es = 0). Posit precisions with less than 8 bits were

also able to obtain good accuracies, although they start struggling with more complex datasets. In

particular, the 6-bit posit was able to achieve acceptable accuracy for CIFAR-100, but the 5-bit posit

presents an accuracy loss higher than 10%. The {3, 4}-bit posits, which are in the borderline of the

possible posit formats, have much worse accuracies. However, posit(4, 1) can still be used to correctly
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classify some samples.

Nonetheless, being able to get a meaningful accuracy with 5-bit posits (instead of 32-bit floats) is

still very impressive, since it is replacing the same exact operations that it would otherwise perform with

32-bit floats, without any reformulation of the calculations. Moreover, in [21], a 5-bit floating-point format

was evaluated for CIFAR-10 and it did not work at all, since it got an accuracy of only around 13%12.

To evaluate how the underflow of the posit format affected the model accuracy, the same experi-

ments were executed with support for underflow. In Figure 5.3, the accuracies obtained are compared

against those presented in Tables 5.4 to 5.7. These results suggest that enabling underflow is particu-

larly beneficial for very low-precision posits with es = 0. This was already expected because their not

so insignificant minpos values were harming their computations [74]. For example, when posit(5, 0)

was tested with underflow for CIFAR-10 and CIFAR-100, it achieved better accuracy than posit(5, 2).

Nonetheless, this accuracy gain is not enough to make posits with es = 0 generally as good as posits

with es = 1 or 2.
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Figure 5.3: Obtained accuracies when testing pre-trained models with various datasets and posit con-
figurations (using quires) and when considering the effect of underflow (subscript u). The results were
compared against the accuracy obtained with 32-bit floats and when the model is randomly initialized
(untrained).

12A random model should obtain an accuracy of ∼ 10% for a dataset with 10 classes.
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5.4 Comparison of Posit Standards

As explained in Section 2.2.3, the most recent version of the Posit Standard [24] (still unpublished)

introduced two changes: posits no longer have an arbitrary exponent size (fixed to es = 2), and the

quire format was reformulated so that the limit of exact dot products is the same for any posit precision

(231 − 1 accumulations).

To account for this change of the exponent size, the performed experiments already focused on

posits with es = 2. Therefore, the obtained results apply to both versions of the standard. However, the

conducted inference experiments, particularly those with more complex datasets and models, obtained

significantly better results for posits with es = 1 than for posits with es = 2. Therefore, a more thorough

analysis should be performed to completely evaluate this modification of the Posit Standard.

As for the new quire format, the main practical consequence is that it can accumulate many more

products for posit precisions smaller than 32 bits. Implementing it was also straightforward with the

proposed PositNN framework, since the quire capacity is defined through the template of the quire

class. To switch between the two quire formats, PositNN provides a compilation option. Once again,

this change does not impair the results above, rather on the contrary, it should improve the accuracy

obtained in DL. In the particular case of the performed tests, the new quire format showed no relevant

improvements, but it should be more noticeable for even wider models using low-precision posits, since

they will have larger accumulations.

5.5 Parallelization Speedup

To evaluate the performance of PositNN, in what concerns the scalability when executed in platforms

with parallel processing capabilities, a small throughput analysis was also performed. Ideally, the of-

fered speedup would be directly proportional to the number of used threads. However, it is expected

some overhead caused by the spawning of the different workers and synchronization. To conduct this

evaluation, a simple CNN was trained on 8192 samples multiple times and the execution times were

measured for a different number of used threads. These tests were executed in a system with an Intel

i7-5930K CPU (6 cores with 2 threads per core) operating at 3.5GHz and with 32GB of RAM, whose re-

sults are shown in Figure 5.4. As expected, the speedup increases quite proportionally with the number

of threads. Above 6 threads, the speedup worsens, since the CPU only had 6 cores. Hence, although

the total number of threads was 12, each core was not able to completely parallelize 2 threads for the

given task.

Considering the overhead associated with the spawning of the threads/workers and that the par-

allelization was only implemented for the most computational demanding layers, the results are quite

satisfactory. For such reason, it is expected that the speedup should become even closer to the ideal for

deeper and more complex models.
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Figure 5.4: Obtained speedup of the program execution in function of the number of used threads.
Tested in a 6-core CPU (2 threads per core) when training a simple CNN on 8192 samples.

5.6 Summary

In this chapter, several mixed low-precision posit configurations were evaluated for various datasets and

models. These configurations consist in using 8-bit posits for most of the computations and {12, 16}-

bit posits for only the loss and the optimizer functions. The obtained results support that these posit

configurations can substitute 32-bit floats for DNN training and achieve equivalent model accuracies.

As for experiments regarding only DNN inference, that is, performing the forward propagation with

a previously trained model, it was possible to use even lower posit precisions, instead of 32-bit floats,

incurring little to no harm in the model accuracies.

From the obtained results about the accuracy of posits for DL training and inference, a brief dis-

cussion was presented regarding the most recent Posit Standard. Considering that posits with es = 1

performed generally better than posits with es = 2, the modification of the exponent size proposed in

the newer standard should be further evaluated.

The chapter is finalized with an evaluation of the performance scalability of the proposed PositNN

framework, more precisely, the speed up gained with its parallelization. For the executed tests, the

speedup was quite proportional to the number of threads (up to the number of cores of the CPU).

Nonetheless, one shall recall that the main objective of the PositNN framework is to allow studying the

performance of the posit format applied to DNN in terms of accuracy and not of computational speed

(since posits are simulated by software).
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In the last years, it has been observed a growing interest about using Deep Learning (DL) techniques

by several application research domains. However, such interest is often accompanied by the need to

use significant computational demands to implement not only the required training procedures, but also

the inference phase. Consequently, when the posit format was introduced as a direct drop-in replace-

ment for the IEEE 754 floating-point format, offering greater accuracy and better energy performance

for fewer bits, its application to DL gained an immediate and considerable interest. Most works on this

topic focused on the evaluation of posits for DNN inference and were able to achieve a performance

comparable to 32-bit floats using as few as {5..8}-bit posits. However, most of these studies adopted

models that were pre-trained with 32-bit floats and were then quantized to the posit format to be used at

the inference phase. A more compelling topic is to also benefit from the advantages of the posit format

for DNN training, which was still very incipient at the beginning of this thesis. More recently, a few studies

that addressed this same topic have appeared. However, they are limited in terms of posit precisions

that were evaluated, since they were only able to achieve good accuracy for DNN training with 16-bit

posits. The present work aimed to fill that gap, by developing an entire DL framework that allowed to

thoroughly study and exploit DNN training and inference using posits of any precision on even more

challenging models and datasets.

6.1 Main Contributions

The proposed open-source software framework, named PositNN [26], was the main contribution of this

work, because it not only allowed to obtain the presented results regarding the evaluated performance

of posits for DL, but also facilitates further work on this topic. PositNN was developed with an API

that is very similar to PyTorch C++ API, to facilitate its use by any user who is familiar with PyTorch.

It is capable of performing end-to-end DNN training and inference with any posit precision and allows

the use of the corresponding quires, instead of being limited to the recommended posit configurations

(see Table 2.3). Furthermore, it supports the most common layers and operators usually used by CNNs,

which allows implementing and evaluating the most typical models with posits (see Table A.1). Moreover,

it offers a set of base classes that can be used to easily extend the framework with custom modules.

The development of PositNN in C++ with a multithreaded parallelization guarantees a fast performance,

which is particularly useful given that posits are simulated via software.

Regarding DNN training with posits, the first presented experiments consisted in training a CNN

using various posit configurations, without using any additional techniques to improve the accuracy. As

expected, 16-bit posits achieve the same level of accuracy as 32-bit floats. However, as the precision

decreases bellow 16-bits, the model accuracy is penalized and the 8-bit posit implementation is difficult

to converge. It is also noted that low-precision posits with es = 0 perform worse than with es = 1 or 2.

Nevertheless, associated to the posit format, there is a large accumulator (named quire), which improves

the accuracy obtained with low-precision posits, but it is not enough to solve the lack of convergence

problems.

Hence, using low-precision posits for every computation of the DL training procedure proved to be
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a naive approach, because some calculations require more precision than others. Fortunately, the

PositNN framework was implemented in such a way that each layer or stage can use any arbitrary posit

precision, which was subsequently exploited to implement mixed-precision configurations. The initial

experiments showed that it is indeed possible to train DNNs and to obtain a model accuracy equivalent

to 32-bit floats by using mostly 8-bit posit formats combined with higher precision operations used only

in the optimizer and loss functions. When tested with more complex datasets and using 16-bit posits for

the optimizer and the loss functions, the models achieved accuracies on the same level as 32-bit floats

(differences< 1%). For the considered models, the subset of operations that were performed with higher

posit precisions only represent about 5 − 15% of the total computations and do not even need a 32-bit

format. It is important to highlight that this was the first work where 8-bit posits were able to replace

32-bit floats for DNN training and achieve an equivalent accuracy for typical datasets and models.

Regarding inference, the models were tested with {3..8}-bit posits and the obtained results reinforce

how well low-precision posits perform for DL. For all datasets, the tests with 8-bit posits had accura-

cies similar to 32-bit floats and those with 6-bit posits present a difference not higher than ∼ 5%. The

presented research also considered the possibility to implement an underflow condition, which signifi-

cantly benefited the achieved accuracy, especially for very low precision posits with es = 0. In particular,

posit(5, 0) with underflow even achieved a better accuracy than posit(5, 2) for CIFAR-10 and CIFAR-100.

Furthermore, and as far as the author knows, this work was the first to address a more recent version

of the Posit Standard. The main modifications involve the exponent size of the posit format, which was

fixed to 2, and the capacity of the quire that, consequently, was increased for posit precisions lower than

32 bits. Although the quire increment will certainly benefit DL training with low-precision posits, fixing

the exponent size to 2 might not be the best choice for DL, since posit(8, 1) often performed better than

posit(8, 2) in the executed experiments. Nonetheless, it is important to keep in mind that the posit format

is useful not only for DL but also for other applications that might benefit from that wider dynamic range.

6.2 Future Work

The conclusions yielded by the present work show how promising the posit format is for DL. The ability to

perform most of the computations involved in DNN training with only 8-bit posits (or maybe even less) will

result in significant improvements in terms of the memory footprint, energy efficiency, and speed, since

they are currently performed with 32-bit floats, allowing to train even deeper and more complex models.

Moreover, this energy-efficient approach could be particularly useful for DL in portable devices (such as

smartphones) or environments with higher restrictions in terms of computations, such as in satellites,

which would also greatly benefit from the reduced memory footprint and efficient energy consumption.

Despite its relevancy and usefulness, by evaluating and demonstrating the performance of posits for

DL applications, it shall be noted that the posit arithmetic is simulated via software. This is the main

limitation of the proposed framework, because, although it allows drawing conclusions about how posits

perform in terms of accuracy, the speed and power consumption could only be properly compared to

IEEE 754 floating-point formats with a hardware implementation. The posit tensor unit proposed in
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[80] by the same research group where this thesis was developed would be an excellent starting point,

since it was implemented for an ASIC and showed a great performance in various DL training related

operations. However, the hardware implementation to be evaluated should support mixed-precision

configurations, given the promising results obtained in this work.

Nonetheless, there are still many research topics for which PositNN would be useful. In particular,

it could be used to test different posit precisions per layer of the model, since certain layers might

not require as much precision. Moreover, for DNN training, it would also be compelling to study different

precisions for the forward propagation, backward propagation, and gradients calculation, since the range

of the involved values can be very different. To further evaluate DL with posits, deeper models and more

complex datasets should be tested, preferably by also covering other topics besides image classification.

Furthermore, ensemble methods for both training and inference might improve the obtained accuracies

and should be particularly interesting when combining models that use very small posit precisions.

In another perspective, when a model that was trained with 32-bit floats is converted to be used with

a low-precision posit, the conducted quantization might not be ideal, because the original weights had

available a larger set of values that they could assume during training. On the other hand, if the model

were to be trained with posits and the precision of the forward propagation dynamically reduced during

the training process (the other stages could still use 16-bit posits to guarantee an accurate process), the

final model weights would probably adapt much better to very small posit precisions. PositNN may be

used to perform this study.

At last, the PositNN framework could be easily adapted to study other data types, since the template-

based implementation should allow for a more or less simple adaption. For example, it could be adapted

to support low-precision floating-point formats in order to evaluate them against the presented results

obtained for posits, under the same circumstances.

Finally, and regarding the Posit Standard, the results shown in this work should help in the formulation

of this novel format. Posit with es = 2 have shown good results, but the same precision with es = 1

showed similar and even better results for DL. Furthermore, the posit format is characterized by the

fact that it saturates instead of overflowing or underflowing. Nevertheless, for low-precision posits, the

inability to underflow might undermine their application in DL, as shown by the presented training and

inference procedures using very low precision posits. Ultimately, a domain-specific posit unit could relax

the posit format and allow them to underflow. However, this modification to the posit format should be

more thoroughly evaluated.
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Appendix A

PositNN

A.1 Functionalities

Table A.1: List of functionalities, organized by category, implemented in PositNN and supporting any
posit precision.

Category Functionalities Details

Activation

Functions

ReLU Applies the ReLU function.

Sigmoid Supports approximation for posits with es = 0 [105].

TanH Supports approximation for posits with es = 0 [105].

Layers

Linear The same as a Fully Connected or a Dense layer.

Convolutional Applies a convolution over a 2D input.

Average Pooling Applies a 2D average pooling over an input.

Maximum Pooling Applies a 2D maximum pooling over an input.

Batch Normalization Applies over a 2D input (mini-batch of 1D samples).

Range Batch Normalization Approximation of Batch Normalization [106].

Dropout Only affects training.

Loss

Functions

Mean Squared Error (MSE) Corresponds to Squared Error loss.

Cross Entropy Equivalent to combining softmax with NLL loss.

Optimizer Stochastic Gradient Descent (SGD) Supports momentum, LR scheduler, L2 penalty, etc.

Utilities

StdTensor Multidimensional array for posits or other data types.

Convert PyTorch tensors Convert between PyTorch tensors and StdTensor.

Copy PyTorch model to PositNN To convert a model from float to posit.

Mixed precision tensor To have the model weights with different precisions.

Save and load model Posits are stored in a file in binary form.

Loss scaling Scales the gradients as in [15, 87].

Quire mode An option to switch between quire capacities [24, 25].

Underflow An option to enable underflow for posits.
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A.2 PositNN: Training Example

A.2.1 Source files

main.c

Listing A.1: This will execute the training loop. It trains LeNet-5 on Fashion MNIST using posits.

1 // General headers
2 #include <iostream >
3 #include <stdio.h>
4 #include <torch/torch.h>
5 #include <universal/posit/posit >
6 #include <positnn/positnn >
7 using namespace sw::unum;
8
9 // Custom headers
10 #include "LeNet5_float.hpp"
11 #include "LeNet5_posit.hpp"
12
13 // Custom functions
14 #include "train_posit.hpp"
15 #include "test_posit.hpp"
16
17 // Posit configuration
18 struct Type{
19 typedef posit <16, 2> Optimizer;
20 typedef posit <8, 2> Forward;
21 typedef posit <8, 2> Backward;
22 typedef posit <8, 2> Gradient;
23 typedef posit <16, 2> Loss;
24 typedef Optimizer SaveFile;
25 };
26
27 // Options
28 #define DATASET_PATH "../../../ datasets/fashion_mnist"
29 #define SAVE_FILENAME_POSIT "model.dat"
30
31 int main() {
32 std::cout << "Training␣LeNet -5␣on␣Fashion␣MNIST" << std::endl;
33
34 // Training and Testing settings
35 size_t const kTrainBatchSize = 64;
36 size_t const kTestBatchSize = 1024;
37 size_t const num_epochs = 10;
38 size_t const kLogInterval = 32;
39
40 // Optimizer parameters
41 float learning_rate = 1./16;
42 float const momentum = 0.5;
43 size_t const adaptive_lr = 4;
44
45 // Float and Posit models
46 LeNet5_float model_float;
47 LeNet5_posit <Type > model_posit;
48
49 // Copy the float model to initialize the posit model
50 copy_parameters(model_float ->parameters (), model_posit.parameters ());
51
52 // Load Fashion MNIST training dataset and normalize
53 auto train_dataset = torch::data:: datasets ::MNIST(DATASET_PATH)
54 .map(torch::data:: transforms ::Normalize < >(0.2860 , 0.3300))
55 .map(torch::data:: transforms ::Stack <>());
56 const size_t train_dataset_size = train_dataset.size().value();
57
58 // Create data loader from training dataset
59 auto train_loader = torch::data:: make_data_loader(
60 std::move(train_dataset),
61 torch::data:: DataLoaderOptions ().batch_size(kTrainBatchSize));
62
63 // Load Fashion MNIST testing dataset and normalize
64 auto test_dataset = torch::data:: datasets ::MNIST(DATASET_PATH ,
65 torch::data:: datasets ::MNIST::Mode::kTest)
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66 .map(torch::data:: transforms ::Normalize < >(0.2860 , 0.3300))
67 .map(torch::data:: transforms ::Stack <>());
68 const size_t test_dataset_size = test_dataset.size().value();
69
70 // Create data loader from testing dataset
71 auto test_loader = torch::data:: make_data_loader(
72 std::move(test_dataset),
73 torch::data:: DataLoaderOptions ().batch_size(kTestBatchSize));
74
75 // Optimizer
76 SGD <Type::Optimizer > optimizer_posit(model_posit.parameters (),
77 SGDOptions <Type::Optimizer >( learning_rate , momentum));
78
79 // Test with untrained model
80 test_posit(model_posit , *test_loader , test_dataset_size);
81
82 // Train the model
83 std::cout << std::endl << "Running ..." << std::endl;
84 for (size_t epoch = 1; epoch <= num_epochs; ++epoch) {
85 // Perform a training iteration (1 epoch) and test the model
86 train_posit(epoch , num_epochs ,
87 model_posit , *train_loader , optimizer_posit ,
88 kLogInterval , train_dataset_size);
89 test_posit(model_posit , *test_loader , test_dataset_size);
90
91 // Update learning rate every adaptive_lr epochs
92 if(adaptive_lr >0 && epoch%adaptive_lr ==0) {
93 learning_rate /= 2.;
94 optimizer_posit.options ().learning_rate = learning_rate;
95 }
96 }
97
98 // Save the trained model
99 save <Type::SaveFile >( model_posit , SAVE_FILENAME_POSIT);
100
101 std::cout << "Finished !\n";
102 return 0;
103 }

A.2.2 Header files

LeNet_float.hpp

Listing A.2: Declaration of LeNet-5 with PyTorch.

1 // General headers
2 #include <torch/torch.h>
3
4 struct LeNet5_floatImpl : torch::nn:: Module {
5 LeNet5_floatImpl () :
6 conv1(torch::nn:: Conv2dOptions (1, 6, 5).padding (2)),
7 conv2(torch::nn:: Conv2dOptions (6, 16, 5)),
8 conv3(torch::nn:: Conv2dOptions (16, 120, 5)),
9 fc1(120, 84),
10 fc2(84, 10)
11 {
12 register_module("conv1", conv1);
13 register_module("conv2", conv2);
14 register_module("conv3", conv3);
15 register_module("fc1", fc1);
16 register_module("fc2", fc2);
17 }
18
19 torch:: Tensor forward(torch:: Tensor x) {
20 x = conv1 ->forward(x);
21 x = torch:: max_pool2d(x, 2, 2);
22 x = torch::relu(x);
23
24 x = conv2 ->forward(x);
25 x = torch:: max_pool2d(x, 2, 2);
26 x = torch::relu(x);
27
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28 x = conv3 ->forward(x);
29 x = torch::relu(x);
30
31 x = x.view({-1, 120});
32
33 x = fc1 ->forward(x);
34 x = torch::relu(x);
35
36 x = fc2 ->forward(x);
37 return torch:: log_softmax(x, 1);
38 }
39
40 torch::nn:: Conv2d conv1 , conv2 , conv3;
41 torch::nn:: Linear fc1 , fc2;
42 };
43
44 TORCH_MODULE(LeNet5_float);

LeNet_posit.hpp

Listing A.3: Declaration of LeNet-5 with PositNN.

1 // General headers
2 #include <positnn/positnn >
3
4 template <typename T>
5 class LeNet5_posit : public Layer <typename T::Optimizer >{
6 public:
7 LeNet5_posit () :
8 conv1(1, 6, 5, 1, 2),
9 conv2(6, 16, 5),
10 conv3(16, 120, 5),
11 fc1(120, 84),
12 fc2(84, 10),
13 max_pool1(2, 2),
14 max_pool2(2, 2)
15 {
16 this ->register_module(conv1);
17 this ->register_module(conv2);
18 this ->register_module(conv3);
19 this ->register_module(fc1);
20 this ->register_module(fc2);
21 }
22
23 // Posit precisions
24 using O = typename T:: Optimizer;
25 using F = typename T:: Forward;
26 using B = typename T:: Backward;
27 using G = typename T:: Gradient;
28
29 StdTensor <F> forward(StdTensor <F> x) {
30 x = conv1.forward(x);
31 x = max_pool1.forward(x);
32 x = relu1.forward(x);
33
34 x = conv2.forward(x);
35 x = max_pool2.forward(x);
36 x = relu2.forward(x);
37
38 x = conv3.forward(x);
39 x = relu3.forward(x);
40
41 x.reshape ({x.shape()[0], 120});
42
43 x = fc1.forward(x);
44 x = relu4.forward(x);
45
46 x = fc2.forward(x);
47 return x;
48 }
49
50 StdTensor <B> backward(StdTensor <B> x) {
51 x = fc2.backward(x);
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52
53 x = relu4.backward(x);
54 x = fc1.backward(x);
55
56 x.reshape ({x.shape()[0], 120, 1 ,1});
57
58 x = relu3.backward(x);
59 x = conv3.backward(x);
60
61 x = relu2.backward(x);
62 x = max_pool2.backward(x);
63 x = conv2.backward(x);
64
65 x = relu1.backward(x);
66 x = max_pool1.backward(x);
67 x = conv1.backward(x);
68 return x;
69 }
70
71 private:
72 Conv2d <O, F, B, G> conv1 , conv2 , conv3;
73 Linear <O, F, B, G> fc1 , fc2;
74 MaxPool2d <F, B> max_pool1 , max_pool2;
75 ReLU relu1 , relu2 , relu3 , relu4;
76 };

train_posit.hpp

Listing A.4: Training loop of a model during 1 epoch of the training dataset.

1 // General headers
2 #include <cstdint >
3 #include <iostream >
4 #include <torch/torch.h>
5 #include <positnn/positnn >
6
7 template <typename Type , template <typename > class Model ,
8 typename DataLoader , typename Optimizer >
9 void train_posit(size_t epoch , size_t const num_epochs ,
10 Model <Type >& model , DataLoader& data_loader , Optimizer& optimizer ,
11 size_t const kLogInterval , size_t const dataset_size) {
12 // Setup training
13 model.train();
14 size_t batch_idx = 0;
15 size_t total_batch_size = 0;
16
17 // Setup data types
18 using F = typename Type:: Forward;
19 using L = typename Type::Loss;
20 using T = unsigned short int;
21
22 for(auto const& batch : data_loader) {
23 // Update number of trained samples
24 size_t const batch_size = batch.target.size (0);
25 total_batch_size += batch_size;
26
27 // Get data and target
28 auto data_float = batch.data;
29 auto target_float = batch.target;
30
31 // Convert data and target to float32 and uint8
32 data_float = data_float.to(torch::kF32);
33 target_float = target_float.to(torch:: kUInt8);
34
35 // Convert data and target from PyTorch Tensor to StdTensor
36 auto data = Tensor_to_StdTensor <float , F>( data_float);
37 auto target = Tensor_to_StdTensor <uint8_t , T>( target_float);
38
39 // Forward pass
40 auto output = model.forward(data);
41 cross_entropy_loss <L> loss(output , target);
42
43 // Backward pass and optimize
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44 optimizer.zero_grad ();
45 loss.backward(model);
46 optimizer.step();
47
48 // Print progress
49 if(++ batch_idx % kLogInterval == 0) {
50 float loss_value = loss.template item <float >();
51
52 std:: printf("Train␣Epoch:␣%.3f/%2ld␣Data:␣%5ld/%5ld␣Loss:␣%.4f\n",
53 epoch -1+ static_cast <float >( total_batch_size)/dataset_size ,
54 num_epochs , total_batch_size , dataset_size , loss_value);
55 }
56 }
57 }

test_posit.hpp

Listing A.5: Tests a model with the entire testing dataset.

1 // General headers
2 #include <cstdint >
3 #include <iostream >
4 #include <torch/torch.h>
5 #include <positnn/positnn >
6
7 template <typename Type , template <typename > class Model , typename DataLoader >
8 void test_posit(Model <Type >& model , DataLoader& data_loader , size_t dataset_size) {
9 // Setup inference
10 model.eval();
11 float test_loss = 0;
12 size_t correct = 0;
13
14 // Setup data types
15 using F = typename Type:: Forward;
16 using L = typename Type::Loss;
17 using T = unsigned short int;
18
19 // Loop the entire testing dataset
20 for(auto const& batch : data_loader) {
21 // Get data and target
22 auto data_float = batch.data;
23 auto target_float = batch.target;
24
25 // Convert data and target to float32 and uint8
26 data_float = data_float.to(torch::kF32);
27 target_float = target_float.to(torch:: kUInt8);
28
29 // Convert data and target from PyTorch Tensor to StdTensor
30 auto data = Tensor_to_StdTensor <float , F>( data_float);
31 auto target = Tensor_to_StdTensor <uint8_t , T>( target_float);
32
33 // Forward pass
34 auto output = model.forward(data);
35
36 // Calculate loss
37 test_loss += cross_entropy_loss <L>(output , target ,
38 Reduction ::Sum).template item <float >();
39
40 // Get prediction from output
41 auto pred = output.template argmax <T>(1);
42 correct += pred.eq(target).template sum <size_t >();
43 }
44
45 // Get average loss
46 test_loss /= dataset_size;
47
48 // Print results
49 std:: printf("Test␣set:␣Loss:␣%.4f␣|␣Accuracy:␣[%5ld/%5ld]␣%.4f\n",
50 test_loss , correct , dataset_size ,
51 static_cast <float >( correct)/dataset_size);
52 }
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