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Abstract

Whereas physical obstacles were mostly associated with signal attenuation, their pres-

ence in 5G’s millimeter wave systems adds complex, non-linear phenomena, including

reflections and scattering. The result is a multipath propagation environment, shaped by

the obstacles encountered during transmission, indicating a strong relationship between

a device’s received radiation and its position. This Thesis addresses two key challenges

brought by millimeter wave transmissions, the beamforming selection process and out-

door positioning. In fact, new techniques are proposed, where an interplay is observed:

the knowledge of a device’s position can aid the beamforming selection process, and

the use of beamforming unlocks new sources of information to estimate a device’s po-

sition. Regarding the former, often requiring either expensive channel measurements

or a lengthy brute-force search, the proposed approach leverages the device position to

narrow down the search, reducing the beamforming selection latency or, alternatively,

enabling narrower beams. As for the latter, to untangle the information hidden in the

received signal into a mobile device position, this Thesis proposes the employment of

neural networks over beamformed transmissions, enabling low-power positioning with

a single anchor. This positioning system can be further enhanced so as to track users,

using short-term historical data and sequence learning approaches. The proposed sys-

tem sets a new state-of-the-art for non-line-of-sight millimeter wave outdoor positioning

accuracy, making it a very competitive and promising alternative in the field.

Keywords

Beamforming, Deep Learning, Millimeter Wave, Neural Networks, Outdoor Position-

ing
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Resumo

Outrora predominantemente associada à atenuação de sinais, a presença de obstácu-

los físicos nos sistemas 5G de ondas milimétricas induz complexos fenómenos não-lineares,

nomeadamente a reflexão e o espalhamento. Consequentemente, verifica-se uma pre-

sença significativa de propagação multi-caminho, propagação essa que é moldada pelos

obstáculos encontrados durante a transmissão, indicando uma forte relação entre a ra-

diação recebida por um dispositivo e a sua posição. Esta Tese visa dar resposta a dois

desafios chave que advêm do uso de ondas milimétricas, o processo de formação de feixe

e o posicionamento exterior. Novas técnicas são propostas, onde se observa um efeito

recíproco: o conhecimento da posição de um dado dispositivo auxilia a formação do

feixe, enquanto que o uso da formação de feixe desbloqueia novas fontes de informação

para o processo de estimação da posição. Relativamente à primeira, que frequentemente

requer dispendiosas medições de canal ou longas pesquisas exaustivas, a abordagem

proposta apoia-se na posição do dispositivo para diminuir o leque de soluções possíveis,

reduzindo a latência do processo de formação de feixe ou, alternativamente, possibili-

tando feixes mais estreitos. Quanto à segunda questão, esta Tese propõe o emprego de

redes neuronais para desembaraçar a informação de posição latente recolhida através

de transmissões com formação de feixe, permitindo uma abordagem de posicionamento

com uma única âncora e alta eficiência energética. Este sistema pode ser aprimorado com

o uso de dados históricos recentes e abordagens de aprendizagem para sequências, per-

mitindo então que siga utilizadores. O sistema de posicionamento proposto estabelece

um novo patamar para o estado da arte da precisão de posicionamento exterior com on-

das milimétricas sem linha de vista, sendo uma alternativa competitiva e promissora na

área.
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1. Introduction

The advent of 5G is expected to bring new wireless communication capabilities, yet

at a cost of additional challenges. One of 5G’s highlights is the introduction of Millimeter

Wave (mmWave) communications, unlocking a significant block of untapped bandwidth

[3]. However, with mmWave transmissions, the propagation properties change dramati-

cally compared to previous mobile networks: the resulting radiation not only has severe

path loss properties, but also reflects on most visible obstacles [4][5].

Beamforming (BF) is usually employed to counteract the aforementioned attributes in

systems containing Multiple-Input Multiple-Output (MIMO) antennas, enabling a steer-

able and directive radiation pattern [6][7]. When Line-of-Sight (LOS) communications

are unattainable, the focused beam can be aimed towards obstacles, such that its reflec-

tion reaches the desired target. With careful execution, spatial multiplexing is attainable

by simultaneously transmitting multiple BF streams with reduced interference levels [5].

While the BF and the reflection concepts are straightforward, one question arises: how

should the resulting beam be formed? Either the transmitter has some Channel State

Information (CSI), and chooses the most beneficial BF weights according to that informa-

tion [8], or it doesn’t, and needs to perform some beam search algorithm beforehand [9].

Each approach has its own drawbacks: the former requires an expensive measurement,

while the latter has a complex search problem to solve. The first part of this Thesis con-

cerns the beam selection process, and proposes a new big data technique that can make

use of the device position to enhance the beam search concept [10].

The recent focus in mmWave communications also led to the proposal of new posi-

tioning systems [11]. The accuracy achievable in certain conditions is remarkable, achiev-

ing sub-meter precision in indoor [12] and ultra-dense LOS outdoor scenarios [13]. Nev-

ertheless, in order to be broadly applicable to outdoor localization, a mmWave posi-

tioning system must also be able to accurately locate with devices in non-Line-of-Sight

(NLOS) conditions, using a limited number of Base Stations (BSs). These requirements,

allied to multiple, often overlapping non-linear propagation phenomena such as reflec-

tions and diffractions, pose serious challenges to the traditional geometry-based position-

ing methods. In fact, the recent mmWave experimental work in [14] demonstrates that

geometry-based methods cannot be directly applied to accurately locate NLOS targets,

and thus new solutions are needed. The second part of this Thesis addresses this concern,

starting with the following question: if the position of a device can aid the BF process, is

the reverse relationship also true? As it will be shown, the properties of mmWave trans-
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missions can be leveraged to create an information-rich fingerprint, which was coined as

Beamformed Fingerprint (BFF) [15]. With the availability of fingerprint data, Deep Learn-

ing (DL) methods [15] and hierarchy techniques [16] are then proposed to infer accurate

position estimates, achieving state-of-the-art results for single-point estimates (average

error of 3.3 m), in a scenario containing mostly NLOS positions.

The goal of a positioning system is to estimate the position of a target, which is a direct

consequence of its movement (or lack thereof). The movement of a user, in its turn, is lim-

ited by physical restrictions, such as velocity and acceleration, as well as human-made

constraints, such as traffic rules. As a consequence, it is possible to gather additional

sources of information if sequences of positions are considered, as opposed to single-

point estimates. In [17], the use of sequence-based DL architectures when sequences of

BFFs are available to the system was proposed, effectively enabling the system to track

a mobile device. As the last results section will demonstrate, Temporal Convolutional

Networks (TCNs) [18] achieve a state-of-the-art estimation error as low as 1.78m, even

in the presence of heterogeneous movement types and NLOS positions, using BFFs from

a single BS. Moreover, not only the obtained average error is smaller, but also signifi-

cantly more stable: when compared to the single-point estimate system described in the

previous paragraph, the Root-Mean-Square-Error (RMSE) can be 5.41× smaller.

To conclude the analysis of the proposed positioning system, its energy consumption

was also assessed - after all, the main goal of a positioning system is to locate mobile

devices, which often have limited energy sources. As it will be seen in this Thesis, the

proposed BFF positioning system is also 47× and 85×more energy efficient per position

fix (for continuous and sporadic fixes, respectively) than low-power Assisted Global Po-

sitioning System (A-GPS) implementations, while also having slightly lower estimation

errors [19]. Therefore, the proposed method significantly reduces the energy required for

precise positioning in the presence of millimeter wave networks, and thus is a contender

to dethrone Global Navigation Satellite System (GNSS)-based methods as the default

low-power commercial positioning system.

1.1 Contributions

This Thesis positions itself at the intersection of two major fields, telecommunications

and machine learning. The domain knowledge from both fields enabled a new perspec-
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1. Introduction

Scope: Millimeter Waves

   Beamforming

Data and Machine Learning

- First public dataset;

- Hierarchical DL methods 
for different positioning 
granularities;

- TCNs applied to 
positioning.

Telecommunications

- Beamformed Fingerprints 
(new type of fingerprint);

- NLOS positioning and 
tracking;

- Single anchor method with 
GNSS-like accuracy;

- State-of-the-art energy 
consumption for accurate 
positioning.

Data and Machine Learning

- Validation of ray-tracing 
against real experiments;

- Position to beamformed 
power lookup tables.

Telecommunications

- Data-aided codebook 
beam search;

- Large multiuser spatial 
multiplexing under 1 ms.

Beamforming from Positioning

Positioning from Beamforming

Positioning

Figure 1.1: An overview of the contributions made in this Thesis, split by major field and
by application.

tive over two current challenges in mmWave MIMO communications, beamforming and

positioning. This Thesis also advances the study of the interplay between those two tech-

niques, where the use of one can aid the other.

The main contributions of this document, in the area of mmWave communications,

can then be split in two different directions: i) the improvement of the beamforming

selection given the device position, and ii) the development of a new fingerprint-based

positioning method that leverages the use of beamforming (the aforementioned beam-

formed fingerprint). Both directions are tackled using data-driven approaches, where the

abundance of wireless communication data can be exploited, and a summary can be seen

in fig. 1.1.

The most important contribution of this Thesis, the fingerprint-based positioning

method, is also built upon recent advances in DL techniques, which have been under

the spotlight for the past few years. The experiments behind this method required the

creation of accurate ray-tracing simulation data, whose values were validated against
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real measurements. All data and code developed for this method is publicly available in

an open-source repository, facilitating its reproduction and promoting further research.

In particular, the data created is the first of its kind in the field, enabling simulations on a

precise replica of a city (New York).

Each of the aforementioned main contributions was accomplished after a thorough

review of the literature. Therefore, all the results obtained in the scope of these contribu-

tions were carefully assessed regarding the related state of the art, suggesting competitive

figures both in terms of performance and resources consumption. In spite of the fact that

all these contributions share a common guideline, the details referring to each one of

them can be significantly different. Hence, in order to enhance clarity, their core concepts

are introduced in the individual chapters referring to each one of these contributions.

1.2 Publications

The work developed throughout this Thesis resulted in two articles in international

scientific journals and four papers in international scientific conferences’ proceedings.

The following is a list of these publications:

• International Scientific Journals:

– J. Gante, L. Sousa and G. Falcão, “Dethroning GPS: Low-Power Accurate 5G

Positioning Systems using Machine Learning”, in IEEE Journal on Emerging

and Selected Topics in Circuits and Systems, 2020.

– J. Gante, G. Falcão and L. Sousa, “Deep Learning Architectures for Accurate

Millimeter Wave Positioning in 5G”, in Neural Processing Letters, 2019.

• International Scientific Conference’s Proceedings:

– J. Gante, G. Falcão and L. Sousa, “Enhancing Beamformed Fingerprint Out-

door Positioning with Hierarchical Convolutional Neural Networks”, in IEEE

International Conference on Acoustics, Speech, and Signal Processing (ICASSP).

Brighton, 2019, pp. 1473-1477.

– J. Gante, G. Falcão and L. Sousa, “Beamformed Fingerprint Learning for Accu-

rate Millimeter Wave Positioning”, in IEEE 88th Vehicular Technology Conference

(VTC2018-Fall). Chicago, 2018, pp. 1-5.

– J. Gante, G. Falcão and L. Sousa, “Data-Aided Fast Beamforming Selection

for 5G”, in IEEE International Conference on Acoustics, Speech, and Signal
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Processing (ICASSP). Calgary, 2018, pp. 1183-1187.

– H. Wang, J. Gante, M. Zhang, G. Falcão, L. Sousa and O. Sinnen, “High-

Level Designs of Complex FIR Filters on FPGAs for the SKA”, in IEEE 18th

International Conference on High Performance Computing and Communications

(HPCC). Sidney, 2016, pp. 797-804.

1.3 Organization

The remaining of the Thesis is organized as follows. The core concepts regarding

mmWave MIMO communications, which are the basis of both contributions, are pre-

sented in chapter 2. Chapter 3 expands upon those concepts to introduce the developed

beam search method, including its results. The theory behind positioning methods and

the proposed beamformed fingerprint data format are characterized in chapter 4. Chap-

ters 5 and 6 follow on with the created single-point estimate and tracking positioning

systems, respectively. Finally, the conclusions are drawn in chapter 7, with the last part

of this Thesis being devoted to future research directions.
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2. Millimeter Wave Wireless Systems

The advent of 5G related research reopened the door to the so called mmWave fre-

quencies, unlocking a huge chunk of untapped bandwidth [3]. Although the mmWave

band is formally defined as the spectrum ranging from 30 to 300 GHz, the industry and

most recent scientific articles have loosely associated the term mmWave with the fre-

quency band between 10 and 100 GHz. The renewed interest in the mmWave band is

clear: while all of the world’s cellphones currently operate in less than 1 GHz of band-

width, the unlicensed 60 GHz band alone has over 5 GHz of bandwidth available [20].

At those frequencies, where the wavelengths are measured in millimeters, most ob-

jects in the physical environment are very large relative to the wavelength. Obstacles like

lampposts, walls, or even people, which cause signal attenuation for traditional wireless

communication frequencies (Ultra High Frequency (UHF)), are now responsible for pro-

nounced propagation phenomena, including complete signal blockage. However, those

propagation phenomena also include reflections and scattering, enabling communication

links between the transmitter and the receiver even in the presence of obstructions that

block the LOS path [4].

In the absence of obstacles, the short wavelength of mmWaves also exhibits another

problem, as it boasts stronger interactions with the molecular constituents of the air [21].

The interactions result in a higher path loss, in excess to the well-known Friis distance-

dependent free space loss, and they are particularly strong at 60 and 180 GHz. Those

frequencies are then inadequate for long-range transmissions and well suited for unli-

censed networks in (and around) homes and buildings, where the radiated signals will

quickly decay and not interfere with other nearby networks. The optimal frequencies for

long-range mmWave systems are often defined as the 200-280 GHz band and below 50

GHz [5], and this Thesis’ experiments are performed on the latter.

In summary, the referred changes result in a series of technical challenges, which

explains why mmWaves were left untouched for most wireless services. Some of these

main challenges include counteracting these frequencies’ severe path loss properties, and

achieving NLOS communications, due to reflections on visible obstacles. Fortunately, the

form factor of an antenna scales proportionally to the used wavelength, and thus highly

directional multiple-element antennas, capable of being electrically steered, can be inex-

pensively integrated into mmWave systems. The remaining of this Chapter is split so as

to elaborate on these three key elements of mmWave systems: open-space transmission,

obstacle interaction, and the antenna techniques available for those systems.
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2.1 Open-Space Transmission

2.1 Open-Space Transmission

The free space propagation of electromagnetic waves is usually the starting point for

the evaluation of any potential wireless communications system. The propagation loss of

the radiated signal power in free space is described as a function of the distance and the

used antenna properties, and can be imagined as a fixed amount of power being stretched

over the surface of a sphere expanding through space. The well-known Friis distance-

dependent free space loss [22], originally conceived to describe an isotopic radiator, is

written as
Pr

Pt
= DtDr

(
λ

4πd

)2

, (2.1)

where the left-hand side of the equation corresponds to the ratio between the received

and transmitted power (Pr and Pt, respectively), Dt and Dr are the antenna directivities

with respect to an isotropic radiator, λ is the wavelength, and d is the distance between

the transmitter and the receiver antennas. Taking the analogy written above, the receiver

antenna is able to capture power from its fixed-area surface, but the power flux density

(measured in Watts per square meter) of the expanding sphere decreases with the dis-

tance to its center (the transmitter). Since the size and, therefore, the area of an antenna

with equivalent electromagnetic properties scales linearly with the wavelength, a system

employing equivalent antennas will see greater losses at higher frequencies. On the other

hand, increasing the transmitted frequency without changing the antenna’s size will in-

crease its directivity [20], attenuating the effect described in the previous sentence.

To illustrate the effect of frequency on the path loss, let’s consider two wireless com-

munication systems, one operating at 2.4 GHz (typical WiFi connection) and another at

60 GHz (mmWave). Assuming that both are using omnidirectional antennas, with D = 1,

the free space loss at a distance of 10 meters is −60dB for the former, and −88dB for the

latter. This simple example shows that moving up to mmWave frequencies is no simple

affair, if the same antenna technology is to be used. Fortunately, as it was mentioned

above, the antenna size scales linearly with the used wavelength, and thus complex an-

tenna arrays with higher directivities can be used with the same form factor as simple

lower-frequency antennas. Furthermore, those arrays can be used in both the transmit-

ter and the receiver, and the net gain of using said arrays on both communication ends

fairly overpowers the additional loss that comes with increased frequencies [5] – at the
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2. Millimeter Wave Wireless Systems

Figure 2.1: The attenuation (dB/km) in excess of free space propagation due to atmo-
spheric absorption, at sea level [from [1]].

cost of substantially higher complexity. Returning to the sphere analogy, the use of a di-

rective transmitter (which is facilitated in mmWave systems) corresponds to focusing the

power flux density in the cross-section that will be captured by the receiver, leading to

less wasteful communications.

In communications and propagation analysis, it is customary to represent propaga-

tion path loss using decibel values. This is due to the dynamic range of propagating

signal powers, which change by orders of magnitude over small distances. Equation 2.1

is then often rewritten as

Pr[dBm] = Pt[dBm] + 10 log10 K− 10α log10 d, (2.2)

where K is a constant for the selected system (defined from eq. (2.1)), and α is 2 in the free

space propagation model discussed above. However, the free space propagation model

does not always hold true in practice, with α ≤ 2 attainable when waveguiding is present

(e.g. a hallway in a building), and α > 2 in the presence of destructive interference.

Nevertheless, the Friis model, associated with the appropriate excess attenuation, is often

a sensible approach to model outdoor LOS propagation.

In this Chapter’s introduction, a brief summary of the excess attenuation due to typ-

ical atmospheric conditions on mmWaves was laid out. In fact, for frequencies below 50

GHz, that excess attenuation does not exceed 1 dB/km, as opposed to 20 dB/km for 60
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2.2 Obstacle Interaction

Figure 2.2: The attenuation (dB/km) in excess of free space propagation as a function of
frequency and rain rate, for multi-GHz frequencies [from [2]].

GHz [1], as it is clear from fig. 2.1. However, these values do not account for additional

weather effects, like rain, hail, or snow. With mmWaves, the physical dimensions of the

particles resulting from those effects are on the same order of magnitude as the used

wavelength, resulting in much stronger interactions (as it will be described in the follow-

ing section). Rain, being the most common of these effects, is the most studied interaction,

where detailed models to predict the excess attenuation given the amount of rainfall and

the target transmission frequency were built in the 1980s [23]. For instance, at 28 GHz,

the frequency that will be used in this Thesis’ experiments, heavy rainfall (25 mm/hr)

causes an excess attenuation of about 7 dB/km, as shown in fig. 2.2. While in practice 5G

mmWave networks are expected to be deployed for communication ranges below 1 km

in urban environments [5], strong weather effects can still cause non-negligible channel

degradation.

2.2 Obstacle Interaction

Having discussed the open-space transmission for mmWaves, which share a sig-

nificant background with traditional UHF systems, this section now focuses on the as-

pects that make mmWaves a radically different challenge: obstacle interaction. In LOS
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mmWave scenarios, where no obstacle is found during transmission, it is a matter of

applying the models discussed in the previous section to determine the possibility of es-

tablishing a communication link. However, when an obstacle is found, a myriad of phe-

nomena can happen, which may or may not lead to NLOS communication links. This

section aims to clarify when should each phenomenon be considered, and when NLOS

paths can be formed, laying a critical foundation for the remainder of this Thesis.

The most often discussed propagation phenomenon in the presence of obstacles is the

transmission and reflection pair. Propagating electromagnetic waves across different me-

dia (e.g. from the air to an obstacle) are altered at the interface of both materials, due to

the difference in wave impedance in the two media. At such interfaces, the electromag-

netic wave is partially reflected and partially transmitted, and the ratio of energy that

flows through each part is given by the absolute value of reflection coefficient (|Γ|), also

known as the reflectance. To understand the value of the reflectance for each scenario,

one must look at the Fresnel equations [24], which can be derived from Maxwell’s equa-

tions. Considering the two polarization components of a wave, s (electric field normal to

the plane of incidence) and p (magnetic field normal to the plane of incidence), the two

reflectance components are given by

|Γs| =
∣∣∣∣Z2 cosθi − Z1 cosθt

Z2 cosθi + Z1 cosθt

∣∣∣∣2 (2.3)

and

|Γp| =
∣∣∣∣Z2 cosθt − Z1 cosθi

Z2 cosθt + Z1 cosθi

∣∣∣∣2 , (2.4)

where Z is the wave impedance of the material (subscripts 1 and 2 referring to the in-

bound and obstacle media, respectively) and θ is the angle with respect to the normal of

the interface plane (subscripts i and t referring to the inbound and refracted wave, re-

spectively). The final value of the reflectance is given by weighting in equations (2.3) and

(2.4), according to the proportion of s and p polarized waves. The formula for a given

medium’s wave impedance is given by

Z =

√
jωµ

σ + jωε
, (2.5)

where ω is the angular frequency of the wave (ω = 2π f ), and µ, σ, and ε are the

medium’s magnetic permeability, conductivity, and electric permittivity, respectively (al-

though these three medium properties are also often a function of ω). For mmWave

transmissions, the experimental measurements determined that many indoor and out-

door objects have a reflectivity exceeding 0.7 [25], due to the higher impedance mismatch
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2.2 Obstacle Interaction

at those frequencies. This value suggests that NLOS paths due to reflections are a viable

solution, which is not the case for UHF transmissions.

Let’s now focus our attention on the other element of the pair, the transmitted wave,

which will be attenuated as it traverses an obstacle. The attenuation distance ∆ at which

the amplitude of an electromagnetic wave falls by 1/e as it propagates through a medium

is given by [26]

∆ =
−1

Im {k0
√

εr}
, (2.6)

where k0 is the wave number (2π/λ) in free space and εr is the relative electric permit-

tivity. The relative electric permittivity is given by

ε = ε0 εr , (2.7)

where ε0 is the dielectric permittivity of free space. The interpretation of equation (2.6)

is dependent on the complex value of εr, defined by the medium, and falls within a

range delimited by two extremes. On one end of that range, we have dielectric materials,

where the real component of εr outweighs its imaginary component. For dielectrics, ∆

does not depend directly on the transmission frequency – it is dictated by the material’s

electromagnetic properties, which may change with the selected frequency. Manipulat-

ing equation (2.6) so as to be expressed as an attenuation (in dB/m), we obtain for the

dielectric case [26]

Adielectric = 1636
σ√

Re {εr}
. (2.8)

On the other end of the range, we have conductors, where the imaginary component of

εr is now the dominant part. For conductors, the simplification of equation (2.6) is often

known as skin depth, and ∆ scales with the inverse of the square root of the frequency.

The attenuation (in dB/m) for the conductor case can be written as [26]

Aconductor = 545.8
√

σ fGHz . (2.9)

From this analysis it stems that the increased frequency of mmWaves results in signif-

icantly increased penetration losses for most materials. In practical terms, most visible

obstacles will now block direct communication paths, which will also result in isolated

indoor and outdoor communication environments [25].

A third phenomenon that is often observed in wireless communication systems is

diffraction. Diffraction is the propagation of radio signals around an object and is the

mechanism that traditionally supports communications when a mobile wireless device
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turns the corner and moves from LOS to NLOS. It is described by the Huygens-Fresnel

principle, which explains how penumbra regions (transition from light to shadow) be-

hind objects are formed. Although the exact loss profile and, therefore, shape of this

penumbra region varies significantly with the shape of the obstacle [27], its size grows

with the wavelength. This means that even though it is often relied upon in UHF systems

[20], diffraction becomes very lossy with movements of just a few centimeters at frequen-

cies in the mmWave bands [5], and cannot be relied upon for mmWave propagation.

The last phenomenon covered by this section is scattering, due to diffuse reflections.

Scattering at mmWave frequencies is a non-negligible propagation mechanism, since

physical objects such as walls, people, and lampposts are significantly larger than a wave-

length. As such, the surface of many of those objects becomes rough when compared to

the size of the wavelength, resulting in illuminated scatterers that are able to serve mobile

devices in their vicinity. Although the scattered power is modeled to decay proportion-

ally to d4 [5] (as opposed to d2 in the free space model), it has been shown that scattering

can generate reliable NLOS links at mmWave frequencies [4].

2.3 Antennas and Beamforming

The use of higher frequencies, as elaborated in section 2.1, allows for significant ad-

vantages over their lower frequency counterparts, as smaller wavelengths require pro-

portionally smaller antennas. One of those advantages is straightforward, as smaller

antennas can be mounted on smaller devices. However, there is a far more consequen-

tial repercussion of using smaller antennas: antenna arrays can now be used in devices

where typically only a single antenna would fit. The use of big antenna arrays, also called

massive MIMO, unlocks several otherwise impossible signal processing techniques. One

of those techniques, which will be extensively used throughout this Thesis, is beamform-

ing. By varying the amplitude and/or phase on each individual antenna, it is possible

not only to focus the transmitted signal, which is equivalent (in the far field) to having a

single higher directivity antenna, but also to electrically steer it. This technique can also

be applied at the receiver, by mixing the incoming radiation at the multiple receiving

antennas appropriately.

Beamforming can thus be used to counter the potential issues referred throughout

this Chapter, extending the possible transmission range and allowing to aim the electro-
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magnetic signal. In fact, with meticulous planning, BF can both boost the received power

at the desired target while minimizing the interference at the remaining users, enhancing

the area spectral efficiency through spatial multiplexing. However, the use of BF also re-

quires greater planning when deploying the BSs. While it does increase the transmission

range, it is difficult to predict whether the antenna can aim the steered beam towards ev-

ery desired location – phenomena like scattering or diffraction are very hard to reliably

estimate.

Beamforming is intrinsically a spatial focusing operation, using a group of radiators

to gather or emanate energy through a specific direction over its aperture. The result is

an increased received/transmitted gain at the expense of a reduced covered space or, in

other words, an increased directionality. There are three different approaches to achieve

BF in an array with N antenna elements [8]:

• Analog BF: a set of N phase and/or amplitude weights are applied in the Radio

Frequency (RF) domain, one per receive/transmit antenna, using a single RF chain1;

• Digital BF: the beamforming weights are applied in the digital domain, requiring

N RF chains (one per antenna element);

• Hybrid BF: the beamforming weights are applied in both the digital and RF do-

mains, having 1 ≤ n ≤ N RF chains, each chain containing N phase/amplitude

weights.

The analog BF, while having the lowest hardware requirements, has its transmis-

sions limited to a single data stream at a time. A RF chain is required for each data

stream, and so, if analog BF is used at a BS, spatial multiplexing becomes impossible to

achieve in a traditional telecommunication system. On the other hand, through the pos-

session of N RF chains, an antenna with digital BF is capable of transmitting up to N data

streams. Nevertheless, a large number of RF chains is hard and expensive to implement,

and results in a considerable amount of power dissipation. As a result, being a compro-

mise between hardware requirements and spatial-multiplexing capabilities, the hybrid

BF scheme is the most consensual among theoretical studies and practical implementa-

tions [8].

Regardless of the selected approach to achieve BF, a communication system must

have a method to select the appropriate set of BF weights for each desired data stream,

in order to maximize the its information transmitting capabilities. While a significant

1An RF chain includes (but is not limited to) analog-to-digital and digital-to-analog converters, power
and low-noise amplifiers, mixers, etc.
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amount of publications have investigated the possibility of a downlink beam selection

based on partial or complete channel knowledge [5][28], most of the practical implemen-

tations do a beam search over a limited codebook [9, 29, 30], consisting of a predefined

set of beam patterns.

Selecting the BF weights based on channel knowledge allows for optimal system per-

formance [5]. Unfortunately, such methods require a complete or partial estimation of

the channel matrix H (CSI), whose size grows with the number of used antennas (at both

ends, transmitter and receiver). Furthermore, if there is a high path loss between the

transmitter and the receiver, it might not be possible to execute said method without ac-

tually performing some kind of beam search to boost the Signal-to-Noise Ratio (SNR)

[31], further crippling these methods’ applicability. Thus, the complexity for this type of

beam selection method grows with channel estimation, which can quickly become over-

whelming as the number of antennas increase.

The beam search over a limited codebook, while significantly easier to implement, has

a significant overhead for probing the channel before establishing a communication. The

beam search method must be able to run in under a millisecond for both the transmitter

and the receiver, to meet the demanding 5G targets. As such, the beam search method

must have a very small codebook in order to be effective, limiting the beamforming ca-

pabilities. For instance, the tests performed in [29] require about 10 ms to search over

a codebook with 8 different beam patterns and 20 ms over a 16 element codebook, for

a single user beamforming. If multi-user spatial multiplexing is desired, the complexity

grows exponentially with the number of simultaneously connected users, and thus the

existing methods are inadequate for 5G’s goals.

The latency figures mentioned for the beam search case, while obtained from a pro-

totype, clearly indicate that big codebooks would be impractical with the existing search

methods. In fact, the work in [32] argues that applying brute-force search defeats the

point of massive MIMO mmWave systems. As the search time would increase linearly

with the size of the codebook, and the codebook size would have to increase exponen-

tially with the number of antennas to harness their benefits, it would be impossible to

search over a massive MIMO codebook in practical time - by the time an answer is found,

there is no guarantee that the channel properties have remained the same. In other words,

it would be impossible to preserve the assumption of channel coherence throughout the

complete duration of the procedure [32].
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The simplicity of beam search also appears to be its downfall. Intuitively, with noth-

ing to guide the search, blindly pointing radiation into unknown space and hoping to

hit the target gets more time consuming as the transmitted cone of propagation narrows

down. However, the search doesn’t necessarily have to be blind. The properties of the

received radiation in a point in space depend on the obstacles found between the trans-

mitter and that point, and the behavior of that interaction with the obstacles has been

subject of several studies - it is in fact predictable, as described in section 2.2. To face the

beam search challenge, and to guide the process, the work developed in the following

chapter leverages the aforementioned mmWave propagation properties.

2.4 Summary

This Chapter goes through the fundamentals of electromagnetic radiation propaga-

tion for mmWave transmissions, and how the standard assumptions for UHF propaga-

tion are no longer correct. The new propagation environment is now filled with a new

set of challenges, which also opens the door for new techniques, such as this Thesis’.

In section 2.1, the importance of directive transmissions for mmWaves becomes in-

stantly evident, due to the well known Friis free space loss equation. Even with directive

transmissions, these higher frequencies are riddled with non-negligible sources of addi-

tional attenuation, in particular due to weather effects.

An inevitable consequence of adopting mmWaves transmissions is the emergence of

complex phenomena that arise from obstacle interaction, as seen in section 2.2. Out of

these phenomena, one stands out: most obstacles now reflect the majority of inbound

radiation, which simultaneously block LOS transmissions and give rise to new reflection-

based communication paths.

Although the new conditions are far more challenging, a large array of telecommunication-

based applications stand to gain from mmWaves. Section 2.3 describes the most straight-

forward benefit: new antenna technologies. Using a smaller wavelength requires using

proportionally smaller antennas, which equate to smaller form factors or, alternatively,

larger antenna arrays. Larger arrays, in turn, unlock the use of beamforming, a powerful

signal processing technique that allow us to dynamically steer and direct a transmission

using a system with no moving parts. As with mmWaves, beamforming suffers from a

’no free lunch’ effect - the potential benefits are massive, but hard to harness.
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2. Millimeter Wave Wireless Systems

The remaining of this Thesis builds on the information laid out in this Chapter, partic-

ularly with respect to reflected transmissions and the use of beamforming, in the context

of mmWaves. The following Chapter concerns the use of this information to build a new

BF beam selection method given the position of the user, while the remaining Chapters

focus on the more interesting inverse problem.
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3. Fast Beamforming Selection

For 5G BSs, which are expected to be located in elevated positions in urban scenarios,

most of the obstacles found during transmission are static for a significant amount of

time, as they are primarily buildings. Therefore, given the properties of mmWaves, it

is reasonable to assume that a receiver in a given position will predominantly measure

a constant average received power for a specific BS beamformed transmission. Once

found, the set of BF configurations that is most successfully able to communicate with a

given position is expected to contain at least one viable solution until a significant change

in the surrounding environment occurs (e.g. a new building).

This chapter proposes a technique that narrows down the BF beam search procedure,

introduced in Section 2.3, through the suggestion of likely viable solutions to the prob-

lem at the receiver’s position. With the search space reduction, larger codebooks are

enabled, which combined with a proper design (e.g. [33]) can lead to simple, yet power-

ful, solutions. The original idea, which culminated in the paper in [10], stemmed from a

suggestion in [5], where the authors claim that a significant part of large-scale properties

of mmWave transmissions are static in urban environments, to the point that accurate

ray-tracing simulations should be able to approximate them. It was the first paper to

suggest the use of positioning together with those static properties, back in 2017 – by

then, it was faced with some opposition, especially because the paper in [32] has strong

arguments against the scalability of vanilla codebook-based beam search methods, as

mentioned in Section 2.3. Regardless of that, the practical benefits of beam search meth-

ods far outweigh their downsides: as of 2020, the first commercial mmWave modems are

being built with beam tracking techniques (e.g. [34]), and the research in this field is still

quite active (e.g [35]).

Outdoor mmWave experiments are very expensive, and thus the results in this Thesis

were assessed at simulation level. The exact description for electromagnetic radiation

is contained in Maxwell’s equations, resulting in the propagation phenomena described

before. However, being a set of partial differential equations, the complexity associated

with simulating real-life scenarios would be quite high. Since the mmWave radiation

will reflect on most visible obstacles, it is possible to establish a parallelism with light

propagation, and thus apply ray-tracing techniques [36–38]. By assigning each ray with

power and phase values, it becomes possible to create a map with the power level for each

position, resulting from all constructive and destructive ray interference. This Chapter

aims to demonstrate not only the usefulness of the proposed beam selection method,
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but also the validity of using ray-tracing techniques on accurate 3D maps for mmWave

simulations.

3.1 System Model and Problem Formulation

Let us consider a system containing a single stationary transmitter, with an antenna

array made up of NS elements, and a set of NM mobile receivers, totaling NR receiving

antennas. In the frequency domain, the signal at the receiver devices, r ∈ CNM×1, can be

written as

r = WHFs + Wz, (3.1)

where W ∈ CNM×NR and F ∈ CNS×NM are the beamforming matrices for the receivers

and transmitter, respectively, H ∈ CNR×NS is the channel matrix, s ∈ CNM×1 are the

transmitted signals, and z ∈ CNR×1 is the noise. Ultimately, to achieve multi-user spatial-

multiplexing, the diagonal elements of WHF should be maximized, while keeping the

non-diagonal elements (unwanted interference) in check.

When the information regarding the receivers’ antenna arrays is unavailable or incon-

venient to obtain, such as in the establishment of a new connection, the system is unable

to cooperate so as to jointly optimize both beamforming matrices. In such scenarios, the

dimensions of W can be unknown, as the transmitter may not know NR. As result, the

best option left for the transmitter is to maximize the desired signals at the receivers’ loca-

tions and, in that case, W is an NM by NM identity matrix (I). Under those circumstances,

equation 3.1 can be simplified to r = HFs + z, where each element of the HF product

corresponds to the j-th signal at the position of the i-th user.

Since H is sparse in the angular domain [39], it is then heavily influenced by the

propagation path. In other words, only a few propagation angles can result in successful

communications. The method introduced in this chapter indirectly estimates the channel

matrix (Ĥ) through the measurement of its past instances, which should match the angu-

lar sparseness of H if the obstacle layout remains static. Through this method, Ĥ has two

major sources of unpredictable distortions: (i) incorrect device position estimation and

(ii) obstacle layout changes (e.g. mobile objects).

When beamforming is defined by a finite codebook CTx (containing BTx entries), each

column of F, Fi, must take the form of a codebook entry. We can thus formulate our
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codebook-based constrained optimization problem as follows:

maximize
F

trace(|ĤF|)

subject to: Fi ∈ CTx,

|ĤF|i,j < Ith, i 6= j,

|ĤF|i,j ≥ Pth, i = j,

(3.2)

where Ith is the maximum allowable interference and Pth is the value corresponding to

the minimum acceptable power for the communication. Note that this problem formu-

lation is written in terms of the amplitude of the channel modified by the transmitter

beamforming (|ĤF|), but it is also valid in terms of its power (|ĤF|2) or any equivalent

physical quantity.

3.2 Proposed Beam Search Method

The core of the proposed beam search method resides in keeping an estimate of the

channel for all BTx propagation patterns in codebook CTx, in a discrete spatial grid, hence-

forth called matrix P. This discrete spatial grid represents the multiple positions that are

served by a BS, and that can be occupied by a user. P is a physical quantity that represents

the estimated channel for a specific transmitted beamforming pattern at a given position,

and thus it can be formally described as

P ∝ ĤF. (3.3)

Since the used beam patterns are directive, each location ends up having just a few

codebook entries above the minimum power threshold Pth. Therefore, in the data pre-

processing stage, table B, containing the S most suitable codebook entries for each lo-

cation, is generated. Since the key task of the beam search method is to obtain the best

codebook index for a given connection, the table entries for each location should be sorted

(in descending order) according to the received power, aiming to minimize the required

search. During the beam search process, feedback regarding the tested beam pattern suit-

ability is obtained. Through that feedback, P can be updated using a moving average,

allowing the proposed system to gradually cope with changes in the surrounding area.

Additionally, if the BS has access to a 3D model of its surrounding area, it can bootstrap

the initial estimate of P through ray-tracing, as depicted in fig. 3.1.
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Figure 3.1: Relationship between the used data and methods, resulting in the beamform-
ing suggestions. This diagram includes how can ray-tracing simulations be integrated
to bootstrap the system. Note that in the presence of a single user, algorithm 3.2 can be
replaced by algorithm 3.1.

In case a single user per sub-channel is wanted, there is no spatial multiplexing in-

volved, so the system doesn’t need to worry about interference from its own signals. As

such, the system just needs to scan table B until a match is found, in a process depicted in

algorithm 3.1. However, in order to achieve spatial multiplexing, the transmitter must be

confident that the radiation aimed at a target user does not cause too much interference

to the remaining connected users, especially when probing a channel already in use. As a

result, achieving spatial multiplexing is far more difficult than to perform BF for a single

user, and the complexity grows quadratically with the number of connected users.

To select a codebook entry for a new user, two separate tasks must be executed: (i)

assessing which beams might be capable of establishing a connection with the newcomer,

27



3. Fast Beamforming Selection

Algorithm 3.1 Single User Beamforming
BTx = number of entries in the used codebook, CTx;
S = # of top codebook entries to be stored (per position);
L = spatial grid size;
U = # of users attempting to connect;

Load the channel estimate matrix P, with BTx by L elements;
Load the sorted optimal beamforming matrix B, with L by S elements;

for u← 0 to U − 1 do
Receive the location of user u;
Convert the received location into the correspondent grid position l;
for s← 0 to S− 1 do

if B[l][s] is empty do
Use other connection method (e.g. brute-force search);

else do
Attempt to connect user u using the codebook entry B[l][s];
Update P with the result of the attempt, break loop if the connection is successful;

end if
end for

end for

knowing the existing interferences that it must be able to endure, and (ii) estimating the

additional interference created by the new connection on the previously connected users.

The connection can only be established after verifying that all the interference levels are

below the target threshold.

The optimization formulation on section 3.1 covers all the aforementioned concerns.

However, since the execution time of the whole beam search is critical and searching

through all possible combinations of F would quickly exceed the timing requirements, as

the number of users increases, an heuristic was designed. While adding sequentially new

users, the system will expect that the existing users have locked their beamforming con-

figuration, drastically reducing the required search space while keeping a near-optimal

solution. The problem formulation for this heuristic can be formally written as in equa-

tion 3.4, and it is further described in algorithm 3.2.

maximize
F

trace(|Ĥ(k)F|)

subject to: Fi ∈ CTx if i = k,

Fi = Fi(k− 1) if i < k, k > 0

|Ĥ(k)F|i,j < Ith, i 6= j,

|Ĥ(k)F|i,j ≥ Pth, i = j,

(3.4)

Considering that the data pre-processing step sorted the codebook entries by the re-

sulting received power (and that they keep being sorted as P is updated), the system
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Algorithm 3.2 Multi-User Spatial Multiplexing
BTx = number of entries in the used codebook, CTx;
Ith = maximum interference threshold;
S = # of top codebook entries to be stored (per position);
L = spatial grid size;
U = # of users attempting to connect;

Load the channel estimate matrix P, with BTx by L elements;
Load the sorted optimal beamforming matrix B, with L by S elements;
Initialize table T with the connected users’ location and the respective codebook entry selected;

for u← 0 to U − 1 do
Receive the location of user u;
Convert the received location into the correspondent grid position l;
for s← 0 to S− 1 do

if B[l][s] is empty do
Break loop;

else if B[l][s] ∈ T do
Skip this codebook entry;

end if
Iest = max (estimated interference on users ∈ {T ∪ u}) ;
if Iest ≤ Ith do

Attempt to connect user u using the codebook entry B[l][s];
Update P with the result of the attempt, including the measured interferences;
Add B[l][s] to T and break loop if the connection is successful;

end if
end for
if user u not connected do

Repeat the process in another sub-band or use another connection method;
end if

end for

can simply check the problem restrictions sequentially using the sorted entries, until it

finds a suitable one1. This method, formally depicted in algorithm 3.2, can quickly find a

solution for the aforementioned problem, provided that the number of saved codebook

entries per location is large enough to include a viable combination (if it exists).

Since obtaining a small amount of data from the mobile user (e.g. its Global Posi-

tioning System (GPS) location) adds a very small delay [29], the resulting latency will

be mostly due to the algorithm’s execution in the BS. With a low execution time, the

proposed method with the added heuristic is thus able to quickly produce a set of beam-

forming suggestions that might be tried off before the system resorts to heavier algo-

rithms. Therefore, adding this method to a working beam search system should reduce

its latency significantly and also lead to energy savings.

1As mentioned before, each element of the HF product corresponds to the j-th signal at the position of
the i-th user, and thus the interferences can also be estimated through P.
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3.3 Apparatus and Ray-Tracing Accuracy

Before addressing the results of the proposed algorithm, a major assumption must

be verified regarding the reliability of ray-tracing simulations. To do so, we must first

introduce ray-tracing algorithms, in the context of telecommunications. As the name

suggests, it is a class of methods that is based on the actual ray-tracing techniques used

to simulate light propagation in an environment with light sources, as well as reflective

and absorbing surfaces. Referring back to section 2.2, we can see that they can capture all

relevant obstacle interactions. The ray-tracing software packages used in telecommuni-

cations, such as the one used throughout this Thesis, add the excess free space loss to the

ray propagation simulation, and have the ability to model directive propagation. There-

fore, if the obstacle’s 3D model used for simulations is precise, the outcome should be

similar to the actual propagation in the modeled region.

To validate the assumptions written above, a recreation of the experimental results

obtained in [40] is devised. In [40], directive horn antennas are used to measure the prop-

agation characteristics of the 28 GHz frequency, near the New York University (NYU)

campus. By aiming the transmitter in the direction with the strongest link and by physi-

cally rotating the receiver (both in the azimuth plane and in altitude), the authors in [40]

were able to assess whether it was possible to establish a communication link with those

transmitter-receiver location pairs.

Using the high precision open-source 3D map made available by the New York City

Department of Information Technology & Telecommunications [41], as well as the spec-

ifications depicted in table 3.1, the measurements were recreated using Wireless InSite

3.0.0.1 [42]. To compute the received power, the rotating horn antenna receivers were

swapped by isotropic receivers which, aside from the antenna gain, should yield similar

Table 3.1: Simulation Specifications

Parameter Name Value
Carrier Frequency 28 GHz
Transmit Power 30 dBm
Max. Tx. Gain 24.5 dBi (horn antenna)
Half-Power Beam Width (HPBW) 10.9◦

Downtilt 10◦

Codebook Size 16 (150◦ arc with 10◦ between entries)
Saved BF 4 (per receiver location)
Receiver Grid Size 160801 (400× 400 m, 1 m between receiver)
# of Executions 106
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results. In the actual field measurements, using horn antennas as receivers, successfully

received or detected signals correspond to a maximum path loss of 168 dB or 178 dB, re-

spectively. Considering the aforementioned parameters, this corresponds to a minimum

received power of −113.5 dBm or −123.5 dBm at the simulated isotropic receivers.

The recreation result can be observed in Fig. 3.2a, where the maximum received

power for all possible transmit directions is shown. In the results shown, a grid of

isotropic receivers was placed on the map, 1 m above the ground, with 1 m of separation

between antennas. The colored markings represent the measurement locations in [40],

and their respective results. As it can be observed inside the markings, the simulated

received power matches the experimental measurements. Furthermore, similar results

were also obtained in [43] (using a different ray-tracing software), and thus validating

the proposed assumptions.

3.4 Simulation Results

Since the dynamic changes in the obstacles are hard to model, this results section

focuses on the feasibility of the algorithm, as well as its execution time. Unfortunately, the

used ray-tracing software doesn’t fully support MIMO antennas with beamforming, and

thus a physically rotating horn antenna (with the specifications depicted in table 3.1) is

used as transmitter. Even though it is an imperfect representation, the used specifications

are very similar to practical MIMO antennas - the transmitter’s physical specifications

were inherited from the antenna used in the experiments in [40], while the codebook size

is inherited from [29]. The results described throughout this section were obtained using

an Intel i7 3820 Central Processing Unit (CPU) and single-threaded simulation code.

By predicting the propagation for each entry in the codebook through P, data pre-

processing can then be executed, resulting in a very compact data structure containing

the most suitable codebook entries for each location (B). With the aforementioned data

structure and the realistic simulation specifications presented in table 3.1, the average

execution time for a system with a single randomly positioned user running algorithm

3.1 was under 51 ns. Considering the obtained results, the proposed single user beam-

forming method’s bottleneck would certainly be time required to attempt the connection

given the codebook entry. The results shown do not change with the minimum received

power threshold nor with the user locations.
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     Transmitter

           Signal Acquired

           Signal Detected

                 No Signal Detected

Legend:

(a) Propagation in the NYU area, showing the maximum received
power for all considered transmit directions. The markers denote
the results from the experiments in [40].

(b) Propagation in the Wall Street (WSt) area. The results correspond
to the propagation for the depicted transmit direction.

Figure 3.2: Ray Tracing simulations in New York City, where it is observable the depen-
dency on the layout of the area. The power scale ranges from −140 to −35 dBm.
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3.4 Simulation Results

(a) Propagation in the 5th Avenue (5th) area. The results correspond
to the propagation for the depicted transmit direction.

(b) Propagation in the Central Park (CP) area. The results corre-
spond to the propagation for the depicted transmit direction.

Figure 3.3: Continuation of the previous figure, with Ray Tracing simulations for another
two distinct zones in New York City.
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When multi-user spatial multiplexing is preferred to single user beamforming, the

algorithm’s complexity increases quadratically with each subsequent user. Besides fetch-

ing the optimal codebook entries for each new user, the interference for the multiple

users must now be computed, which also requires the full propagation data (contained

in P). As the number of connected users increases, not only the interference computing

step gets more demanding, but also the likelihood that the new user is able to meet the

interference threshold with its most suitable codebook entries reduces. As result, the ex-

ecution time quickly increases with each simultaneously connected user. To mitigate that

increasingly difficult interference computing step, algorithm 3.2 stops checking for the

connected users’ interferences as soon as it finds one user above the interference thresh-

old, quickly discarding the potential user from the considered frequency sub-band if all

S BF suggestions fail. This discarding step can be safely made under the assumption

that there are enough available sub-bands, which can also be assessed in parallel so as to

minimize the latency.

Considering the parameters in table 3.1, the average results for 100 randomly posi-

tioned users attempting to connect are shown in figs. 3.4, 3.5, and 3.6. These figures show

two performance metrics for the proposed algorithm, the average number of achievable

simultaneous connections and the average time it took to find the codebook entries that

enable those simultaneous users, as the minimum received threshold shifts, for three

maximum interference levels (−5, −10, and −15 dB, respectively). To eliminate any bias

due to a specific obstacle layout, four different city zones were considered, as shown in

figs. 3.2 and 3.3.

As previously mentioned, it is clear in those figures that the execution time increases

considerably with the number of successful connections, jumping from 200µs for 5 si-

multaneous users (fig. 3.6) to almost 600µs for 10 simultaneous users (fig. 3.4). It is also

possible to observe that, regarding the number of simultaneous connections, the max-

imum allowed interference has significantly more impact than the minimum received

power threshold. In fact, increasing the minimum received power threshold often has

a positive effect on the number of simultaneous users, as accepting low power connec-

tion makes the system very sensible to interference from other connections. The optimal

maximum interference threshold depends on the Signal-to-Noise-plus-Interference Ra-

tio (SNIR) targets for the system, but increasing its value from −15 to −5 dB makes the

simulation system able to handle twice as many simultaneous users.
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Figure 3.4: Simulation results for 100 users attempting to connect, with a maximum in-
terference of -5 dB. The maps in the figures’ legend correspond to the areas shown in figs.
3.2 and 3.3.

Most zones had similar results, except for Central Park (the only zone consisting of

mostly open space), which consistently allowed more simultaneously connected users.

That increased multi-user capability can be explained due to the used codebook - the BF

signals used in the experiments are sent with minimal initial overlap, due to their central

direction and HPBW. Therefore, if no obstacles are to be found, the codebook entries are

guaranteed to keep their high degree of separability, explaining the obtained results.

The simulations shown in this section do not consider BF at the receiver, which could

be obtained from the received signal’s Angle-of-Arrival (AoA). With BF at the receiver,
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Figure 3.5: Simulation results for 100 users attempting to connect, with a maximum in-
terference of -10 dB. The maps in the figures’ legend correspond to the areas shown in
figs. 3.2 and 3.3.

the receiver would not only have a higher SNR, but also lower interference levels, since

the AoA from the multiple interference sources would likely be different. Nevertheless,

even for a low interference threshold, the multi-user spatial multiplexing algorithm had

an average of at least 4.5 simultaneous users for the used parameters. In every situation,

the average execution time for the 100 users attempting to connect did not exceed 600µs.

While the required execution time is far higher than for the single user beamforming, it is

still able to comply with the strict 5G requirements of a few milliseconds (given that the
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Figure 3.6: Simulation results for 100 users attempting to connect, with a maximum in-
terference of -15 dB. The maps in the figures’ legend correspond to the areas shown in
figs. 3.2 and 3.3.

communications with the user take negligible time here).

To put the values above in perspective, consider the time required to suggest a single-

user connection, 51 ns. This operation requires loading a single value from memory. If

|T| depicts the number of users already connected to the system, a multi-user spatial-

multiplexing brute-force method with access to the power estimate tables would have to

check its values CTx − |T| times to infer the possible signal power at the user’s position,

|T| times to obtain the interference at its position, and (CTx − |T|)× |T| to estimate the
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interference added by the new user to the connected users. In the same simulation envi-

ronment, assuming an average of 5 simultaneously connected users (akin to fig. 3.6), the

data loading operations alone would require more than 362 µs, or 81% more time than

the results shown in fig. 3.6 for similar usage levels. Let’s now consider the use of a larger

codebook. Algorithm 3.2 shows that its execution does not depend on the codebook size.

On the other hand, the brute-force approach would need to load and compare a much

larger amount of data – for a 64-entry codebook, it would now require at least 1831 µs, or

816% more time than the proposed approach.

The achieved results show that the single user beamforming suggestions are formu-

lated with negligible latency, while the multi-user spatial multiplexing method is able to

run in under a millisecond. While these suggestions are prone to errors, the global result

should yield a considerable gain, since they greatly reduce the required search space in

order to obtain a suitable beamforming configuration. With the reduced search space,

larger codebooks become possible, allowing for higher area spectral efficiency capabili-

ties and paving the way for the next generation networks.

3.5 Summary

Chapter 2 ends with a question: although beamforming in the context of mmWave

transmissions can deliver promising capabilities, how can we tame its latency and/or

resource requirements? The work developed for this Chapter provides an answer to

that question, based on the propagation fundamentals described before, as well as one

external source of information: the device’s position.

The validation of the proposed beam search method starts in section 3.1, where the

system model and the problem formulation are described. To move forward with this

formulation, one important assumption is made: the majority of new propagation paths

arise from reflections on static obstacles (such as buildings), and thus a slow moving

model of the signal power at each position can be built. In section 3.2, new methods that

build upon that quasi-deterministic model are proposed, providing quick solutions when

a BS employs a finite set of BF patterns. One of the methods concerns a simpler scenario

where a user is alone in its communication channel, while the other enables beam se-

lection such that multi-user spatial multiplexing becomes possible. Both methods share

a critical trait: knowing the position of the users is essential to use the aforementioned
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model.

Having described the problem, the assumptions, and the solution, sections 3.3 and 3.4

confirm the validity of the solution with a simulation system. As the solution assumes

a mmWave environment, a specialized ray-tracing software is employed to create the

quasi-deterministic model. The results then show that the proposed methods can reliably

determine suitable BF combinations for multiple users, well within the 1 ms latency goal

established for 5G.

This concludes Part II of this Thesis, which follows a more traditional Telecommuni-

cations trajectory (i.e. related to transmitting more data using fewer resources). The de-

velopment of the core concept behind this Part, solving beamforming from positioning,

led to another interesting set of questions: is the reverse problem, obtaining the position

from beamformed transmissions alone, possible to solve? If so, how efficient would a

new solution be? The de facto approach to positioning is decades old, and technology has

been evolving at a staggering pace. A better solution should be within grasp.
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4. Millimeter Wave Positioning Systems

Over the last decades, positioning systems have become increasingly pervasive, cov-

ering most of the planet’s surface. Although they are accurate enough for a large number

of uses, their precision, power consumption, or hardware requirements establish the lim-

its for the adoption in new mobile devices.

Millimeter wave systems can achieve remarkable positioning accuracies due to the

available bandwidth. However, as mentioned in the chapter 1, producing accurate esti-

mates for NLOS positions represents a difficult task, limiting their practical applicability.

This chapter provides an overview of the traditional positioning approaches, the state-

of-the-art for mmWave positioning, and the system model for this Thesis’ proposed po-

sitioning approach. The forthcoming Chapters then make use the devised system model

to demonstrate its positioning capabilities.

4.1 Positioning Systems

Nowadays, an increasing number of tasks rely on GNSSs’ precise localization capa-

bilities for their operating success. The GPS, a GNSS, started in the 1970s, is based on

a constellation of satellites broadcasting data frames at a very low rate of 50 bps to re-

ceivers on the Earth’s surface. The signal is encoded using a pseudo-random sequence,

unique to each satellite, transmitted at 1.023 million pulses (chips) per second, and each

frame consists of 5 sub-frames of 300 bits each [44], as depicted below:

• Sub-frame 1: accurate timing information generated by the atomic clock embedded

into the satellite itself;

• Sub-frames 2 and 3: precise orbital information used to compute the satellite’s lo-

cation, which remains valid for up to 4 hours (the ephemeris);

• Sub-frames 4 and 5: ionospheric conditions and the operating status of the whole

system, typically updated every 24 hours (the almanac).

Depending on the existing information on the mobile device, the Time to First Fix

(TTFF) of a stand-alone GNSS localization system can vary significantly. When the de-

vice lacks a valid almanac, then it must receive the full signal, consisting of 25 frames

(12.5 minutes), also known as cold start. If the receiver was recently active, then it can

perform a warm start by obtaining the ephemeris data, which takes up to 30 seconds.

In optimal conditions, the receiver can acquire the GPS signal right away, returning a

position estimate within a couple of seconds. This is known as hot start.
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When the GPS was conceived, the system was designed for long periods of continu-

ous navigation, having the TTFF relatively low importance. However, with the advent of

heterogeneous mobile services, a low TTFF became vital for the user experience.

Since a mobile network BS can view the same satellites as a nearby mobile device, it

has access to the desired satellites’ time and orbital information, as well as to the device’s

coarse location. Thus, with A-GPS, the BS is capable of providing assistance to the device,

minimizing its TTFF [44]. Depending on whether the position estimate is computed on

the device or offloaded to the BS, A-GPS technologies can be classified as:

• Mobile Station Based (MSB) - the mobile device receives the ephemeris, almanac,

time, and coarse location from the BS, enabling a hot start regardless of the starting

conditions;

• Mobile Station Assisted (MSA) - the mobile device acquires raw satellites’ signals

and sends them to the BS, which computes and then returns the device location.

With MSB, the main energy cost comes from processing the GNSS signal after receiv-

ing the BS data. State-of-the-art low-power implementations claim requiring about 18

mJ per position fix when continuously tracking [45][46], with significant penalties when

sporadic tracking is desired (e.g. [45] requires 504 mJ per fix when tracking the device

once per minute).

MSA was proposed to avoid the sporadic tracking penalty, where the mobile device

has to perform the costly signal synchronization with each visible satellite before an esti-

mate [47]. With MSA, the mobile device just needs to capture and send a snapshot of the

received GNSS signal. The duration of the captured signal must be a multiple of 1 ms,

to ensure a coherent integration time. Considering the minimum sampling frequency of

2.046 MHz, each position fix requires transmitting at least 2046 bits. However, to obtain

the desired GNSS positioning accuracy, most practical implementations capture the sig-

nal at more than 16 MHz, with durations exceeding 10 ms [48], requiring a transmission

of hundreds of kilobits per position fix. This leads to significant energy costs, and thus

MSB A-GPS approaches are often preferred over MSA.

Although A-GPS can solve the majority of problems associated with the start up la-

tency, it still requires dedicated hardware whose average power consumption can easily

exceed hundreds of mW [49]. To provide an alternative, multiple network-operated lo-

calization systems were considered in the past decade [11]. With Release 9 of Long Term

Evolution (LTE) networks, the Observed-Time-Difference-of-Arrival (OTDoA) was intro-
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duced, possessing a theoretical achievable error similar to GNSS devices [50]. However,

to achieve that error level, OTDoA has to operate under optimal conditions and has to

employ expensive detection mechanisms, unfit for low-power Internet of Things (IoT)

devices, as discussed in [51] (and further addressed in LTE Release 14). In practical

scenarios, the average error fairly exceeds 20 m [52], and thus cannot be considered a

high-accuracy outdoor positioning system. More recently, the works in [53] and [54]

proposed enhancements to OTDoA through additional opportunistic measurements and

Compressive Sensing (CS), respectively, obtaining near GNSS accuracy at the cost of ex-

pensive signal processing on the mobile device.

4.2 State-of-the-Art for Millimeter Wave Positioning Systems

The works developed in [55–59] aim to locate devices in both LOS and NLOS outdoor

positions. The method in [55] applies CS on information gathered from static listeners,

while in [56] multiple access points are used to create a location fingerprint database of

received powers and AoA. In [57], the authors use multiple BF transmissions and an

iterative algorithm to estimate the position and orientation of the device. The same pa-

rameters are obtained in [58], through the estimation of the AoA, Time-of-Arrival (ToA),

and Angle-of-Departure (AoD), making simultaneous use of LOS and NLOS transmis-

sions. However, the methods referred so far have difficulties complying with typical

outdoor situations: [55] and [56] assume that each device is always in range of multiple

static transceivers, while the other two methods struggle with NLOS locations, requiring

multiple transmission paths reflecting in at least three different surfaces [57] or preferring

not to disclose the performance results for those locations [58].

The method proposed in [59] overcomes the aforementioned restrictions by creating

a fingerprint database of uplink pilots transmitted to a single massive MIMO BS that

contains multiple antennas distributed over a limited area. Using a Gaussian process

regression to resolve the position, this work achieves a RMSE of 34m. For the sake of

comparison, let us consider the network-enabled OTDoA and the ubiquitous GNSS, both

discussed in the previous sub-section. The former has a theoretical average error of about

10m [50], assuming optimal conditions and expensive detection mechanisms. On the

other hand, state-of-the-art GNSS receivers are capable of obtaining higher accuracies,

averaging 3m in continuous measurement scenarios [46], with significant penalties for
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sporadic measurements due to the extensive use of Kalman Filters [60]. Therefore, there is

a significant performance gap between state-of-the-art mmWave systems and the existing

outdoor positioning solutions, in the presence of NLOS. This and the following chapters

present a new system that, making use of deep learning techniques, closes that gap.

For the 5G BSs, which are expected to be positioned in elevated positions of urban

scenarios, the majority of the obstacles will be buildings, and thus static for a significant

amount of time. Successive measurements of the received Power Delay Profile (PDP)

at a given position are expected to remain comparable until a meaningful change in the

surrounding space occurs. If a BS transmits a signal employing a sequence of directive BF

patterns, so as to cover all possible transmission angles (and thus maximizing the covered

space), then the receiver is able to gather multiple distinct PDPs. Due to the non-linear

propagation phenomena in the presence of obstacles discussed in section 2.2, that set

of PDPs is expected to have noticeable discontinuities throughout the target localization

space, which provide significant spatial information. In [15], the use of the set of PDPs to

produce the aforementioned BFF was proposed as a foundation for an accurate mmWave

outdoor positioning method. The BFF positioning method has an additional attractive

aspect: contrarily to most accurate positioning methods (including the method suggested

in [59], GNSS, and OTDoA), it requires a single-anchor [11][61].

The information held in a BFF is a result of non-linear interactions and, therefore,

requires a method that is able to sift through non-linear relationships. Given the require-

ments of the problem and the recent state-of-the-art results obtained when dealing with

non-linear relationships, DL techniques become a powerful candidate to untangle the

BFF. In [15], the use of Convolutional Neural Networks (CNNs) [62] was proposed to

exploit the data structure within a BFF. The previous system was improved in [16] with

a hierarchical structure, taking advantage of the BFFs’ expected similarity along adjacent

positions, at the cost of additional processing power. Finally, in [17], sequence-based DL

techniques were added to the BFFs position estimates, enabling the system to track a

mobile device. The remaining of this document concerns the proposed positioning tech-

niques that were published in [15], [16], [17], and [19].
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Figure 4.1: Overall scheme of the beamformed fingerprint positioning system. The mo-
bile device samples the received PDPs from radiation transmitted through a fixed set of
beamforming patterns, resulting in a unique beamformed fingerprint that can then be
translated into its position.

4.3 Beamformed Fingerprints

The transmitted mmWave radiation, suffering from reflections, diffractions, and other

phenomena, is shaped by the encountered obstacles. As result, a transmitted signal

might have more than one propagation path between the BS and the receiver, each with

a unique power attenuation and delay. From an information theory point of view, each

new path carries additional information from the surrounding space, and thus strength-

ens the potential predictive power of the system. Based on this principle, the BFF can

carry enough information to locate a listening mobile device.

A critical component of any learnable dataset is its consistency, as it then allows the

system to extract helpful information from a trained mathematical model. In other words,

the distribution of the data that is used at test time must be comparable to the distribution

of the data seen at train time, to avoid the problem known as dataset shift. To ensure so,

the input data must be gathered using an immutable methodology. As result, both the

transmission and the receiving procedures must remain constant in order to obtain valid

fingerprints. To comply with such requirements, the system depicted in fig. 4.1 was

originally suggested in [15]. It operates in four distinct phases, as labeled in the diagram,

whose details are further described below. In phase A, a BS will broadcast radiation

using a constant set of beamforming patterns, while phase B focuses on measuring the
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4.3 Beamformed Fingerprints

resulting PDP at the target device. After all the required measurements are performed

and transmitted back to the BS, phase C infers the device’s position, which will be relayed

back to it in phase D.

The transmitter BF directivity, one of the key aspects that will dictate the resolution of

the information embedded in the BFF, is defined in phase A. The directivity determines

how narrow the beam of transmitted radiation is. Therefore, increasing the directivity

of a given transmission translates into a PDP containing information with higher speci-

ficity, focused in a particular sub-set of possible propagation paths. Furthermore, by

focusing the radiation, the number of paths with enough energy to be detected by the

receiver increases. Unfortunately, there is an associated trade-off: to fully cover all possi-

ble angles of transmission, higher BF directivities correspond to a higher number of PDP

measurements required per position fix. Throughout this document, the exact mecha-

nism to measure the timing of the non-zero samples within a PDP (i.e. a cluster of paths)

is abstracted, knowing that it can be done through various real implementations1.

Let us consider a fixed codebook CTx containing BTx BF patterns. Before a position

estimate becomes possible, the BS must transmit the signal with the BTx BF patterns,

which are expected to be transmitted in sequence. Assuming a BS with NS antennas, the

frequency-domain received signal for the i-th transmitter BF at a mobile device with NR

antennas, r ∈ C, can be written as

r = wTHfis + wTz, (4.1)

where the superscript T denotes a matrix transpose, w ∈ CNR×1 corresponds to the (op-

tional) beamforming at the receiver, H ∈ CNR×NS is the channel matrix, fi ∈ CNS×1 de-

notes the currently selected transmitter beamforming, s ∈ C is the signal to be detected,

and z ∈ CNR×1 represents noise. Since the transmitter beamforming is codebook-based,

it is important to state that fi ∈ CTx (CTx = {f1, . . . , fBTx}).

As the system transmits the sequence of beamformed patterns, it is important to avoid

losing information due to destructive interference. As such, after the time allocated to

the measurement of the desired fingerprint data for a given beamformed pattern, a mi-

nor time interval (Tguard) should be considered before the transmission of the following

pattern, to account for longer paths with multiple reflections.

1Typical approaches rely on pseudo-random sequences [63], round-trip delays [64], and/or cross-
correlations [65] (e.g. in [14], the PDPs were gathered through a correlation method).
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4. Millimeter Wave Positioning Systems

In phase B, the process of obtaining the BFF from the transmitted signals must re-

sult in consistent data, regardless of the listening device. To ensure so, the second key

information resolution dictating aspect, the PDP sampling rate, must be constant and en-

forced throughout the system. To understand how close the sampling rate is related to

the resolution of the embedded information, consider a single propagation path between

the BS and the receiver. As discussed in [66], the maximum theoretical spatial resolution

for a single time-based measurement is given by

dth = T × c, (4.2)

where dth is the theoretical resolution of the distance in meters, T is the sampling period in

seconds (1/T is the sampling rate in Hz), and c is the speed of light in meters per second.

Therefore, the maximum resolution of the hidden information provided by the measured

delay of each path is inversely proportional to the selected sampling rate. However,

similarly to the directivity in phase A, the sampling rate has associated trade-offs: using

a higher sampling rate requires the allocation of additional radio spectrum resources,

raises the minimum energy requirement for the detection of each path due to thermal

noise, and also places tougher hardware requirements for the mobile devices.

If the system is expecting beamforming at the receiver, a fixed gain must also be es-

tablished for all receivers. In that case, the receivers would have to define their own BF

codebook, CRx, containing BRx elements (CRx = {w1, . . . , wBRx}). The codebooks would

have to be designed so as to search over all AoAs with similar gain, so as to avoid a

scenario akin to the orientation unaware situation described in [61], where the device ori-

entation becomes an extra variable. With BF at the receiver, the device would have to

sample each transmitter BF BRx times, storing the maximum measured value for each

sample within a PDP. The acquired data from the i-th transmitter BF, xi, can thus be

written as

xi[n] = max
j=1,...,BRx

rj(nT), n = 0, 1, . . . , N − 1, (4.3)

where rj is the time-domain sampled signal using the receiver beamforming wj, and N

is the number of samples to be considered per PDP. It should be noted that the obtained

fingerprint data (X) has a negligible dependency on the mobile device orientation if the

receiver BF codebook does cover all AoAs, since it considers the maximum value among

all used receiver BFs.

After the required fingerprint data X is obtained, a previously trained DL method
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Figure 4.2: Alternative mode of operation of the system depicted in fig. 4.1, where the
DL inference is performed in the mobile device. Although it does not require the up-
load of the sampled data, this mode of operation has additional storage and processing
requirements.

can finally infer the device position in phase C (fig. 4.1). With a DL method, the system

learns to cope with the non-linearities introduced by reflections and other propagation

artifacts. Interestingly, the work in [14], released shortly after the original proposal of

the BFFs [15], pointed out machine learning methods as a possible solution to cope with

the non-linearities, which were the cause for their lack of positive NLOS experimental

measurements.

It should be noted that each BS will have their own dataset and, therefore, their own

model. The system performance is determined mainly by the data obtained in phase B

and the DL architectures used in phase C, which are further analyzed in the following

chapter.

During phase D, the device receives the position estimate from the BS. Phase C could

be performed at the mobile device, as depicted in fig. 4.2, avoiding the data upload to

the BS (and phase D altogether). However, the device would have to download millions

of model weights from each BS, placing a significant memory constrain on the device,

and thus herein the predictions are considered to be computed at the BS (as depicted in

fig. 4.1). Moving the inference to the BS also allows the system to centralize the users’

position information, enabling further applications (e.g. optimized traffic management

and positioning-aided BF selection [10]). Nevertheless, it is an option to be considered,

and it will be analysed throughout this Thesis.
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Figure 4.3: Standard example of a noiseless beamformed fingerprint from the experimen-
tal simulations, containing the PDP for each beamformed transmission on the vertical
axis.

4.4 Beamformed Fingerprint Data Analysis

One of the aspects that dictate the potential spatial information embedded within a

beamformed fingerprint is the selected sampling period (T). In fact, high quality data

can be obtained with sampling frequencies exceeding 10 MHz (i.e., T < 100 ns) – in

such conditions, the radiation arriving from the multiple propagation paths is detected

in clusters, containing voids that are large enough to be reliably detected [40]. The ability

to distinguish these voids provides a meaningful shape to the resulting data, enhancing

the learning capabilities of the system.

The multipath propagation inherent to these frequencies suggest us to gather a sub-

stantial number of samples per transmitter BF (N), so as to include even the longest paths

and thus maximize the received information. However, by doing so, the resulting data

will be sparse, as it is observable in the example plotted in fig. 4.3. In fact, due to this

sparseness, the relative position of the acquired non-zero samples in the data contains

the majority of the extractable information. Therefore, as it will be shown in chapter 5, a

binary detection of the signal’s existence when acquiring the data is preferable, instead

of measuring the signals’ power, further reducing the hardware requirements for the BFF
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positioning system. Furthermore, if the position inference is to be done at the BS, the use

of binary PDPs also reduces the amount of data required to be transmitted back to it.

When examining the sampled data, it is interesting to notice a visual pattern that

arises when the sequence of transmitted BF indices correspond to a continuous sweep

over the azimuth (as in the simulations that resulted in fig. 4.3). Plotted as a 2D image,

where the axes correspond to time and the BF index, and the color represents the detected

power (or the signal existence), the formed image will likely have short lines along the

BF direction. In other words, this means that physically adjacent BF patterns will likely

end up having similar clusters when measured from the same location, and thus carry-

ing partially redundant information. As a result, increasing the number of transmitted

BF patterns without increasing their directivity has diminishing returns on the position

inference accuracy. On the other hand, increasing the BF patterns directivity, which can

be seen as increasing the spatial resolution of the captured information, should have a

positive impact in the resulting accuracy.

Finally, the flexibility of the BFF positioning method regarding its radiation sources

deserves to be highlighted. While most accurate positioning methods require three or

more separate transmitters [11], the BFFs can be obtained from a single BS, enabling

positioning estimates whenever there is mmWave coverage [61].

4.5 Beamformed Fingerprint Power Requirements

Any positioning system will be mostly used by mobile devices, and thus it is of

paramount importance to assess their energy requirements. For the BFF positioning

method, it is observable from fig. 4.1 that its energy requirements can be broken down

into:

• a) Sampling the received radiation, so as to extract the BFF;

• b) Sending that BFF back to the BS and receiving the position fix; OR

• c) Performing inference on the device.

The energy required to sample the PDP consists mostly on the energy required by the

whole mmWave RF front-end during the listening time (ERx). Considering the listening

time needed by each of the BTx × BRx transmitted pulses required in order to obtain a

BFF, we can estimate ERx as

ERx = PRx
(
(T × N) + Tguard

)(
BTx × BRx

)
, (4.4)
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where PRx is the average power required by the RF front-end, and ((T × N) + Tguard) is

the time required per pulse. In [67], an assessment of the state-of-the-art for mmWave RF

components concluded that a device’s receiver front-end should require about 125 mW2.

Let’s assume now that inference is performed at the BS. In that case, the obtained data

must now be transmitted to the BS. Considering that each of the N × BTx data samples

contains k bits, if the system has an energy efficiency of Ee f Joules per transmitted bit, the

required transmit energy (ETx) can be written as

ETx = (k× N × BTx) Ee f . (4.5)

Since the device will have mmWave antennas installed, it should be able to use a 5G-

enabled mmWave connection. With the data from the study performed in [68], it is con-

servative to assume an uplink energy consumption of 0.2 µJ per transmitted bit2 (or 5

Mbits per Joule).

As mentioned in the previous sub-section, when a small sampling period is used, the

resulting data will be sparse, and thus it can be efficiently compressed. For instance, if

the transmitted data contains exclusively pairs of non-zero values (the received power)

and their respective positions in the data sample, the required transmit energy can be

rewritten as

ETx =
(

V ×
(
dlog2 (N × BTx)e+ k

))
Ee f , (4.6)

where V is the number of valid entries (i.e., non-zero entries), dlog2 (N × BTx)e is the

number of bits required to encode all possible positions, and k represents the actual data

for each valid entry. Furthermore, when the data is obtained through the simpler binary

detection, the data in k (received power) becomes redundant, and thus

ETx =
(
V × dlog2 (N × BTx)e

)
Ee f . (4.7)

Considering that the power required to receive the final result is negligible, the total

required energy per position fix can be approximated by adding (4.4) to either (4.6) or

(4.7) (for non-binary and binary data, respectively).

Let’s now consider the other alternative for the position inference – the mobile device

performs its own machine learning computations. Although DL architectures are often

considered computationally demanding, in practice, one can build a complex model with

2Please note that mmWave systems are under exhaustive study, and thus these figures should improve
over the next years.
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a very limited set of computational operations. This spurred the development of energy-

efficient computer architectures specifically tailored to them, often based on Graphics

Processing Unit (GPU) or Field-Programmable Gate Array (FPGA) architectures [69][70].

In fact, for general purpose mobile devices such as the smartphone, a large number of

them are having more and more dedicated hardware for DL computations. As such, to

assess the energy consumption of the BFF position inference when it is computed in the

mobile device, one must measure the energy consumption at the used dedicated hard-

ware.

4.6 Summary

The third part of this Thesis proposes a new positioning approach, and aims to demon-

strate its capabilities. Contrarily to beam search methods, there are proven positioning

techniques with decades of existence, which section 4.1 aims to cover. Positioning is par-

ticularly challenging in the context of mmWaves, as discussed in section 4.2, with the

new obstacle interactions preventing the use of geometric positioning methods in most

scenarios. These two sections will be critical to provide a comparative assessment of the

proposed approach.

The proposed positioning approach discussed in section 4.3 is built on the exact same

assumption as the beam search method in Chapter 3: "the majority of new propaga-

tion paths arise from reflections on static obstacles (such as buildings), and thus a quasi-

deterministic model of the signal power at each position can be built". However, this

Chapter takes it a step further, with the analysis of the temporal behavior of that signal

(PDP). Combining the unique mmWave propagation characteristics, which give rise to

new transmission paths, with the directivity of beamformed transmissions, which limit

the space scanned in a single transmission, we can build a powerful signal called beam-

formed fingerprint, which contains latent information about the surrounding space. This

latent information can then be learned by a deep learning model, also leveraging the BFF

data analysis made in section 4.4, which will be further assessed in Chapters 5 and 6.

To conclude this Chapter, section 4.5 builds the mathematical models to study the

mobile device energy requirements for the BFF positioning system. Studying the energy

requirements of a positioning approach is of upmost importance, as it will mostly be used

in energy-constrained mobile environments. Consequently, the development of new ap-
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proaches with lower requirements can lead to position-aware devices with smaller form

factors.

The remaining of this part will build on the top of the concepts discussed on this

Chapter, providing DL solutions to the positioning system and assessing the quality of

the created models.

56



5
Beamformed Fingerprint Positioning

Contents
5.1 Enabling Convolutional Neural Networks . . . . . . . . . . . . . . . . . 60
5.2 Hierarchical Convolutional Neural Networks . . . . . . . . . . . . . . . 61
5.3 Simulation Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

57



5. Beamformed Fingerprint Positioning

The beamformed fingerprint positioning problem can be seen as the supervised learn-

ing of the training set T , whose samples are obtained from a fixed distribution DX×Y .

The input space X = R(N×BTx) corresponds to the set of possible BFFs, whereas the tar-

get space Y = Rd is the set of all possible positions, where d depicts the dimension of

the position space (2 or 3 for bidimensional or three-dimensional positions, respectively).

The purpose of the BFF positioning system is then to train a mapping function f : X 7→ Y

using T , so as to be able to generalize to new, unseen samples.

The simplest DL architecture applicable to the BFF positioning problem is what is

typically called a Deep Neural Network (DNN). The DNN is a circuit comprised of a

number of basic elements called neurons that are stacked in multiple layers, denoted as

fully connected layers. The vector containing the output of the i-th layer of neurons ni

can be written as

ni = a (Ui ni−1 + bi) , (5.1)

where Ui depicts the connection between neurons (also known as weight matrix), bi is

the firing thresholds vector (also known as bias), and a is an activation function, a non-

linear subdifferentiable function. The first layer (n0), also known as input layer, is fed in

with the input data X, which is a BFF in the context of this chapter.

Due to the nonlinear activation functions, a DNN is a good candidate to learn non-

linear phenomena [71], as commonly encountered in a mmWave transmission. To map

the input fingerprint data to the target label, the network is trained using a gradient-

based algorithm which updates the neurons’ learnable parameters, b and U in equation

(5.1). This supervised training is guided by a loss function, which can be seen as a mea-

surement of the average similarity between the network predictions and the true labels.

For the proposed system, the neural network is trained to perform a regression in the

output layer, minimizing the Mean-Square-Error (MSE) to the data’s labeled position y,

i.e.,

ŷ∗ = arg min
ŷ

E
{(

ŷ− y
)T(ŷ− y

)}
, (5.2)

where ŷ∗, which is the output of the neural network’s last layer, denotes the estimated

position given the input data X. The usage of this loss function can be interpreted as a

minimization of the euclidean distance between the labeled position and its estimate. Af-

ter being trained with T , the learnable parameters (b and U) are locked, and the network

is able to provide estimates for new, unseen data.

A DNN, as any DL architecture, can only have as much predictive power as the train-
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Figure 5.1: Even though the two dimensions within a BFF have disparate meanings, the
data sequences along both dimensions carry significant information (as elucidated in sec-
tion 4.4). Therefore, by using a CNN, the system can efficiently tap that source of infor-
mation.

ing set T enables it to. In order to be effective when evaluating unseen data, the network

should be able to generalize the information assessed while training, especially if the

data is expected to be noisy. To do so, the network should be exposed to a sizable train-

ing set and possibly trained with regularization techniques (e.g. dropout [72]), forcing it

to focus on the general attributes of the data, instead of memorizing the training set (also

known as overfitting). A successful DL-based system must then be able to easily gather

massive amounts of labeled data, which is not always possible. Fortunately, the BFF sys-

tem, as well as any other outdoor positioning method, can use the GNSS as a last resort

to accurately1 label the captured input data. On the other hand, the same cannot be said

for indoor positioning systems, which struggle to manually label the gathered data (as

mentioned in [73]).
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5. Beamformed Fingerprint Positioning

5.1 Enabling Convolutional Neural Networks

Consider now the two indexing dimensions of the BFF data samples, the time-domain

sample number and the transmitter BF index. If the sequence of BF indices corresponds

to a continuous sweep over the azimuth, as described in section 4.4, it is possible to

extract information not only from the individual data points, but also from their sequence

along those two dimensions. Therefore, even though the two dimensions have disparate

meanings, the nature of the problem makes CNNs a good candidate for the problem at

hand, as illustrated in fig. 5.1.

With CNNs, the convolutional layer is introduced, where the neural network can

learn the most effective set of short filters to apply on the received data, and thus also

extracting information from sequences within a sample. A convolutional layer can learn

more than one feature from the previous layer’s output, and thus subsequent layers are

often seen as higher-order abstractions. For the i-th convolutional layer of neurons, N,

which is now a matrix, the output of the f -th feature can be written as

N f
i = a

(
F̃

∑̃
f=1

(
U f , f̃

i N f̃
i−1

)
+ 1× b f

i

)
, (5.3)

where F̃ is the number of features in the previous layer, 1 is a bi-dimensional matrix of

ones, the bias b f
l is now a single scalar, and each U f , f̃

i , now denoting a bi-dimensional

filter, is a doubly block circulant matrix (which is a special case of a Toeplitz matrix). In

this case, the input layer (N0) is fed in with the BFF data X, which can be seen as a layer

containing a single feature. Due to its new structure, if U f , f̃
i is built from a L1 by L2 bidi-

mensional filter, it will only contain L1× L2 learnable parameters. Although there is a

different learnable filter for each pair of features on two subsequent convolutional layers,

the number of learnable parameters in a convolutional layer is significantly lower than

in a fully connected layer, for equally performing neural networks [62]. The enhanced

performance per learnable parameter arises due to the filter bank structure of the con-

volutional layer, which enables the network to recognize the same patterns in different

parts of the input data, effectively enforcing generalization.

Since each feature is a filtered copy of the previous layer’s output, the total amount of

data transported by each succeeding layer quickly becomes overwhelming. To cope with

such data increase, and to improve the invariance against minor shifts, convolutional

1Even though typical civilian GNSS receivers have an average accuracy of 3m, the proliferation of systems
similar to Japan’s Quasi-Zenith Satellite System will enable sub-meter accuracies in particular areas.
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Figure 5.2: Overview of the proposed hierarchical architecture. Considering a solution
space that can be divided into K highly correlated sub-regions, the hierarchical archi-
tecture first employs a CNN classifier that selects the most suitable sub-region ŝ. That
sub-region’s dedicated CNN regressor is then used to obtain the estimate, ŷ. To enhance
the regressor’s precision, it is also fed with the output layer of the classifier, which can be
seen as a coarse estimate. Note that each sub-model has its own set of learned weights,
as indicated by the different colors.

layers are usually followed by pooling layers, where data is downsampled. In a typical

CNN architecture, the network starts with the convolutional layers, whose output is then

flattened for the subsequent fully connected layers.

5.2 Hierarchical Convolutional Neural Networks

The outdoor positioning problem maps a set of input data to a continuous space Y ,

the position. Due to the physical laws that determine electromagnetic propagation, the

same transmitted signal is expected to be highly correlated when measured in adjacent

positions. In fact, if it was not for the non-linear phenomena introduced with mmWave

frequencies, the received BFFs would have mostly smooth changes throughout the con-

sidered space. The non-linear phenomena introduces discontinuities in the BFF data,

if assessed throughout a continuous route, segmenting the output space into multiple
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5. Beamformed Fingerprint Positioning

potential sub-regions, each with specific patterns in the input data. Given that clear seg-

mentation, in [16] a hierarchy-based system was proposed to further refine the single BFF

learning mechanism, as depicted in fig. 5.2. The concept of hierarchy has been widely

used in the past to solve numerous problems. In this particular case, the approach was

inspired by the work in [74], where the prediction outcome of a coarse model may trigger

specialized fine-grain models, which help to handle complicated examples.

As explained above, each BS’s covered space can be seen as a set of K sub-regions S

(S = {s1, . . . , sK},
⋃K

k=1sk = Y), which may overlap. If a dedicated CNN is assigned to

each sub-region, containing a structure as defined in the previous section, those K CNNs

can specialize on their own data partition. As adjacent positions are very likely to be

highly correlated, and thus contain similar data patterns, each dedicated CNN will have

fewer patterns to learn, thus facilitating the learning process. The sub-regions can be

seen as coarse positions and, as result, identifying the sub-region s of a new data sample

is easier than pinpointing its exact position. Therefore, a CNN classifier is used to predict

the most likely ŝ, indicating which dedicated CNN should be used to estimate the device

location. As mentioned, the predicted ŝ can be seen as a coarse position estimate and,

therefore, the selected regressor is also fed with the output layer of the CNN classifier, so

as to enhance its precision.

Contrarily to image-based problems, where there are multiple lower level local fea-

tures such as lines, curves, and colors to be learned and shared, the data in a BFF not

only is sparse, but also changes dramatically throughout space. As such, in opposition

to the architecture proposed in [74], which shares the first layers between all involved

models, the architecture described in this section does not force learning the same basic

patterns in the first layers. By not sharing those weights, not only each specialized regres-

sor can completely focus its resources towards its sub-region, but also the global training

procedure can be simplified from a three-pass learning algorithm [74], to a pair of steps:

first the coarse classifier is trained, then all specialized regressors can be trained (the spe-

cialized regressors can be trained in parallel). To train the classifier, the cross-entropy

between prediction and ground truth is minimized, such as

p(ŝ) = arg min
p(ŝk), k=1,...,K

E
{
−∑

k
p(sk|X) log(p(ŝk))

}
, (5.4)

where p(ŝ) denotes the output vector of the classifier neural network, containing the

predicted probabilities p(ŝ = sk) for a certain input data X. It should be noted that

the above formulation allows S to contain overlapped sub-regions, as p(sk|X), the true
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5.3 Simulation Apparatus

probability of being in sk given the input data X, can be 1 for multiple k2. After obtaining

the classifier’s output, the most suitable dedicated CNN ŝ is selected by determining

ŝ = arg max
k=1,...,K

p(ŝ = sk), (5.5)

which in turn will provide the position estimate ŷ.

As K grows, a trade-off is expected: the specialized CNNs have a smaller space to

cover, and thus a smaller number of patterns to learn, while the CNN classifier has to

select its answer from a wider range of solutions. Since the dedicated CNNs map their

predictions to the complete space Y , they might be able to recover from previous classifi-

cation errors, as long as it is a recurrent (and thus learnable) mistake. On the other hand,

non-recurrent misclassifications have a significant penalty on the system, especially when

training, where a misclassified sample is tied to the training set for ŝ (with ŝ 6= sk). This

can be seen as simultaneously adding noise to the training set for ŝ, while depriving sk of

meaningful samples, which can be particularly adverse when each sub-region has a small

training set. The results in [74] also reflect the aforementioned trade-off, with hierarchical

models outperforming traditional CNNs unless there are too many data partitions.

The application of the hierarchical model is nearly transparent to the BFF positioning

system, as all changes occur in phase C of the method described in section 4.3. Contrarily

to the work in [74], where the number of used fine-grain models has no upper bound, the

discussed hierarchy model has a stable execution time (one coarse classification and one

fine-grained regression), which is important for low-latency tasks such as positioning.

5.3 Simulation Apparatus

To evaluate the proposed system accuracy, a dataset using accurate mmWave ray-

tracing simulations in the NYU area is used again, akin to the dataset described in sec-

tion 3.3. Whereas the dataset described in section 3.3 held the average received power

(for each used beamforming in a discrete position grid), the dataset used in this chapter

contains the received PDP. In other words, it contains a ray-tracing generated BFF per

considered position, totaling 160801 BFF samples drawn from a bidimensional position

grid. Similarly to section 3.3, the propagation specifications in Table 5.1 were inherited

from the experimental measurements in [40].

2For instance, a given data point can belong to sub-regions 1 and 2 if they partially overlap, resulting in a
vector with p(s1|X) = p(s2|X) = 1.
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5. Beamformed Fingerprint Positioning

Table 5.1: Ray-Tracing Simulation Parameters

Parameter Name Value
Carrier Frequency 28 GHz
Transmit Power 45 dBm
Tx. Antenna Gain 24.5 dBi (horn antenna)
HPBW 10.9◦

Transmitter Downtilt 10◦

Codebook Size 32 (155◦ arc with 5◦ between entries)
Receiver Grid Size 160801 (400× 400 m, 1 m between Rx,

1 m above the ground)
Samples per Tx. BF 82 (4.1 µs @ 20 MHz)
Assumed Rx. Gain 10 dBi (as in [30])
Detection Threshold −100 dBm
Added Noise σ = [2, 10] dB (Log-Normal)

While the used ray-tracing software (Wireless InSite 3.0.0.1 [42]) was unable to control

BF patterns, a physically rotating horn antenna was used, producing similar directive ra-

diation patterns. For each of the 32 elements in CTx, the received power data was sampled

at 20 MHz over a spawn of 4.1 µs, which contained over 99% of the path data. Regarding

BF at the receiver, a 10 dBi gain was considered (akin to [30], which contains a codebook

with 8 entries). In the following simulations, noise is added to the obtained ray-tracing

data following a log-normal distribution (also known as slow fading). The noise was intro-

duced before applying a detection threshold of−100 dBm, which was selected due to the

thermal noise for the considered bandwidth (−101 dBm). In all the shown simulations,

the data is binarized after adding the noise and applying the detection threshold.

The resulting data was labeled with the corresponding bidimensional position, in a

400× 400 m2 area centered at the base station. When the area is split for the hierarchical

model, only powers of 4 are considered for the number of partitions, where each phys-

ical dimension is subsequently bisected (e.g. when 64 partitions are considered, each

dimension is bisected 3 times, resulting in partitions with 50× 50 m2).

The selected CNNs follow a typical architecture, whose hyperparameters (depicted

in Table 5.2) were selected after the empirical testing of a random hyperparameter search

[75]. The classification and the K regression CNNs share the same configuration and hy-

perparameters (Table 5.2), except for the input of the first fully connected layer and the

output layer (see fig. 5.2). While sub-optimal, they are all trying to extract similar infor-

mation given similar data, and thus using a single hyperparameter set yields satisfying

results while alleviating the search complexity.
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5.4 Simulation Results

Table 5.2: CNN and Hierarchical CNN hyperparameters.

Parameter Name Value
Convolutional Layers 1 layer (8 features with 3× 3 filters)
Pooling Layers 2× 1 max-pooling
Hidden Layers 12 (256 neurons each)
Regression Output Linear with 2 Neurons (2D position)
Classification Output Softmax with K classes
(Hierarchical CNN’s 1st model)
Epochs Up to 1000 (early stopping [77]

after 50 non-improving epochs)
Batch Size 64
Optimizer ADAM[78]
Learning Rate 10−4

Learning Rate Decay 0.995
Dropout 0.01

For each training epoch, a new noisy training set is generated, consisting of the origi-

nal ray-tracing dataset entries with added random noise. Since the proposed positioning

system is expected to be used to predict physical positions for which it already has train-

ing samples, the test set is also generated from noisy samples of the ray-tracing data.

When evaluating the average results, a total of 10 test sets are used. The total training

time required for the presented results was also taken in account — training any of the

assessed architectures with the defined parameters takes less than 10 hours in a Nvidia

GTX 780 Ti GPU, using Google’s TensorFlow framework [76]. Note that, since the next

chapter contains an augmented version of this chapter’s system, the energy efficiency for

all proposed approaches will be assessed there. Finally, since reproducibility is funda-

mental to validate and move forward on investigation, the simulation code and the used

data are publicly available3.

5.4 Simulation Results

In this section, the proposed system is simulated and evaluated by applying the data

and the parameters discussed in the previous section. The results are obtained using a

32-element codebook dataset with binary detection, unless explicitly stated otherwise.

When describing the following results, three levels of noise are usually considered: low

(σ = 2 dB), moderate (σ = 6 dB), and high noise (σ = 10 dB).

3https://github.com/gante/mmWave-localization-learning

65



5. Beamformed Fingerprint Positioning

20 22 24 26 28 210

Number of partitions (K)

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0
Av

er
ag

e 
Er

ro
r (

m
)

= 2 dB
= 6 dB
= 10 dB

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

95
th

 P
er

ce
nt

ile
 E

rro
r (

m
)

95th Percentile
Avg. Error

Figure 5.3: Average and 95th percentile prediction errors for multiple number of parti-
tions and noise levels (σ). While it is a tool to extract additional accuracy, an excessive
number of partitions has adverse consequences.
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Figure 5.4: Classification accuracy for the classifier CNN, for multiple number of parti-
tions and log-normal modeled noise levels (σ). As the number of partitions grow, so does
the classification error, increasing the amount of incorrect data points fed to the special-
ized regressors.

The first assessed parameter is the number of data partitions (K), as shown in fig. 5.3.

It is interesting to notice that the predictions for K > 64 keep roughly the same average
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Figure 5.5: Cumulative histogram of the prediction errors, considering K = 64 and a
noise σ of 6 dB. The least accurate predictions are very inaccurate (> 100 m), and thus
the average error is significantly larger than the median error.

error, with an increased 95th percentile error. This means that although more specialized

regressors yield improved predictions on correctly classified samples, the higher number

of misclassified samples (see fig. 5.3) reverts those gains, as mentioned in section 5.2.

Considering a partition-less dataset (i.e., K = 1), the average error ranges from 4.57 m

to 6.17 m, for low and high noise values, respectively, with a 95th percentile error never

exceeding 16.3 m. The best results were obtained when K = 64, with an average error

ranging from 3.31 m to 5.13 m and a 95th percentile error never exceeding 14.3 m.

In fig 5.4, the classification accuracy for the classifier CNN is shown. In summary,

the probability of selecting the incorrect specialized regressor grows with the number

of partitions, which seems counterfactual with the results described before (fig. 5.3).

However, the specialized regressors map their output to the complete output space, as

described in section 5.2, and thus they are able to recover from the classifier’s mistakes. It

is important to clarify that the selected partitions (subsequent bisections of the considered

area) are very likely to be sub-optimal. Nevertheless, they demonstrate the applicability

of hierarchical data to the considered problem, achieving state-of-the-art performance

with design minimal effort.

To analyze the gap between the average and the 95th percentile errors, fig. 5.5 plots

the cumulative histogram for a moderate noise level with K = 64. The least accurate pre-
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Figure 5.6: Average error per covered position, assuming K = 64 and a noise σ of 6 dB.
Given that the transmitter is at the center of the image (red triangle), it is possible to
confirm that being in NLOS positions is not critical for the proposed system.

dictions explain the gap between the two aforementioned errors, and also translate into

a meaningful gap between median and average errors (1.08 m and 4.73 m, respectively).

For this configuration, the predictions have a RMSE of 19.7 m, which denotes quite su-

perior performance in all aspects when compared to [59], whose simulations obtained an

RMSE of 35 m. Moreover, it is important to point out that [59] considers a lower noise

level, with σ = 5 dB (6 dB was used in the shown experiments), and its numerical sim-

ulations do not contain NLOS positions, contrarily to this section’s simulations, which

means that simulations performed in the scope of this Thesis are more realistic and have

considered a more conservative scenario.

The results plotted in fig 5.6 show that the simulated system is able to provide accu-

rate predictions for most of the covered area. However, it is common knowledge that the

performance of a CNN is very dependent on the quality of the training data. In fact, due

to limitations of the used ray-tracing software with respect to the number of positions

simulated, the considered dataset has a minimum physical distance of 1 m between any

two samples. In fig. 5.7, the error for the original test set is shown for multiple spatially

downsampled datasets, with additional minimum distance between training samples.
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Figure 5.7: Average and 95th percentile prediction errors for multiple downsampled
datasets, assuming K = 64 and a noise σ of 6 dB. These datasets were downsampled
considering a minimum physical distance between samples, and thus they possess infe-
rior quality. The obtained performance is very dependent on the dataset quality, and thus
the accuracy results presented in this section, obtained with a limited dataset due to soft-
ware constraints, do not depict the maximum performance achievable with beamforming
fingerprints.

The obtained performance is very dependent on the dataset quality, especially the 95th

percentile error. Therefore, it is important to realize that without the aforementioned

dataset constraint, the accuracy results obtained in these simulations would be slightly

superior.

The dataset quality is also greatly influenced by the sampling frequency, as it dictates

the temporal resolution of the captured information. In fig. 5.8, the error results pro-

duced by datasets with different sampling rates are plotted. As discussed in Section 4.4,

sampling periods larger than 100 ns are unable to properly capture the short voids that

usually occur between the received radiation clusters, yielding data that lacks a critical

shaping component. As it is observable, the error rises sharply in those circumstances.

It should be noted that most experiences in this section were executed with a sampling

frequency of 20 MHz, which, according to fig. 5.8, do not result in optimal error per-

formance. The reason for that selection was twofold. First, the selected value achieves

a good error performance vs required energy trade-off, as higher sampling frequencies

yield a higher count of non-zero entries, and thus require additional device-side energy.
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Figure 5.8: Average and 95th percentile prediction errors for multiple sampling frequen-
cies, assuming K = 64 and a noise σ of 6 dB. As discussed in section 4.4, sampling fre-
quencies below 10 MHz are unable to properly capture the voids between the received
radiation clusters, resulting in greatly reduced performance.

Secondly, it demonstrates that the beamformed fingerprints are able to achieve good re-

sults with modest hardware requirements, as current LTE mobile devices are able to sam-

ple at this frequency. If more aggressive sampling rates are selected, such as the 800 MHz

used during the practical measurements in [14], the predictions could potentially become

more accurate. However, using higher sampling rates would have its drawbacks: the mo-

bile devices would spend considerably more energy throughout the positioning process,

and additional expensive radio spectrum bandwidth would be required.

The impact of different dataset types is assessed in fig. 5.9. To compare against the

baseline, created through the binary measurement of the beamformed radiation gener-

ated by a 32-element codebook, two additional datasets were considered: one that uses a

smaller codebook with 16 entries and the same binary measurement scheme, and other

that uses the same codebook, but adopts higher-resolution measurements (floating point

data). The 16-element codebook, which was created using the odd-numbered entries

from the original codebook, while having nearly the same mmWave coverage, resulted

in a higher prediction error. Nevertheless, using a smaller codebook provides significant

energy savings, as it will be analyzed in the following chapter, resulting in a trade-off be-
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Figure 5.9: Average and 95th percentile prediction errors for multiple dataset types and
noise levels, assuming K = 64. The 32-element codebook dataset, while providing ap-
proximately the same coverage as the 16-element codebook, yields a considerably lower
prediction error. On the other hand, the usage of floating-point data shows very marginal
benefits, and thus, given the additional hardware requirements, it is not recommended.

tween accuracy and energy consumption for the proposed system4. On a different note,

the utilization of floating point data, instead of a single bit representation, resulted in

marginal positioning benefits, particularly in a low-noise environment, where the aver-

age error saw a reduction of 9% (3.02 m). Given that multi-level analog-to-digital con-

version translates into significantly higher energy requirements, and a high number of

signal discretization levels might not be available to all mobile devices, the cost of using

non-binary data clearly outweighs the benefits.

5.5 Summary

Having defined the problem in Chapter 4, this Chapter studies possible DL architec-

tures that are able to provide a position estimate given a single BFF sample. In section 5.1,

it is demonstrated that the input data has similarities to images and, as such, CNNs can

be used to obtain better results than conventional DNNs. Moreover, the output space can

4In fact, assuming the availability of enough resources, multiple instances of the proposed system can be
run in parallel, targeted at specific energy consumption or accuracy requirements.
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be divided into multiple coarse regions, giving rise to the hierarchical structure discussed

in section 5.2.

As with the technique proposed in Chapter 3, simulating the complete system re-

quires a complex apparatus, including ray-tracing mmWave propagation simulation, re-

alistic environments, and DL models. Section 5.3 describes the complete simulation en-

vironment, and provides a link to working simulation code, essential to reproduce the

results.

The results are then laid out in section 5.4. This section studies how the system per-

forms as we change multiple parameters, including signal noise, minimum distance be-

tween training samples, and BFF sampling frequency. It is possible to conclude that, even

using a modest set of parameters, NLOS scenarios are not a problem for the proposed

system. In fact, it is able to beat the state-of-the-art accuracy for NLOS mmWave posi-

tioning, and that accuracy is on par with GNSS systems. This is particularly remarkable

if we take into account that the BFF system only requires a single anchor (i.e., a single BS)

to work and, if the mobile device already possesses mmWave communication capabili-

ties, no dedicated hardware is required. Nevertheless, the following Chapter proposes a

further refinement to the system, and its results section will assess a critical component:

energy consumption.
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The previous Chapter described DL architectures that are able to convert a single BFF

into a position estimate. They can be seen as versatile architectures, enabling position es-

timates whenever there is mmWave coverage. However, many practical systems request

localization services during a significant amount of time, and their movement can be seen

as an additional source of information. Through the inspection of the sequence of posi-

tions, it is fairly easy to categorize the movement type: pedestrians have a very limited

speed, cars’ steering angle is reduced, and so forth. Moreover, the system should be able

to learn how to segment Y (e.g. cars shouldn’t go over sidewalks, boats are limited to

water), and thus push the estimates into positions coherent with their movement types.

Therefore, by having information regarding past positions and the expected trajectory,

the system can infer the range of physically plausible positions, and thus can enhance its

position estimates.

In this section, the use of sequence-based DL architectures for the BFF positioning

system is proposed. This new set of architectures aim to learn the mapping function

f : XM 7→ Y , where M is the input sequence length (or the system’s memory size).

Consequently, the training set T is now obtained from the fixed distribution DXM×Y ,

where XM is now the set of possible BFF sequences.

6.1 Long Short-Term Memory Networks

The default DL architecture to deal with sequences is the Recurrent Neural Net-

work (RNN). In recent decades, multiple variants of RNNs were proposed, namely the

Long Short-Term Memory (LSTM) networks [79], which were developed to help with the

vanishing and exploding gradient problems that often plagued vanilla RNNs’ training.

LSTMs are known for their good (and often state-of-the-art) results in multiple sequence-

based tasks, including indoor tracking using WiFi fingerprints [73]. Therefore, being a

suitable candidate, this sub-section discusses the application of LSTMs to learn from se-

quences of BFFs.

Unlike DNNs, RNN-based architectures have an internal state that allows them to

retain information as a sequence is being processed. This mechanism allows a model to

process sequences of arbitrary length, while keeping an understanding of the chain of

events. It also effectively shares the model’s trained weights as it traverses the sequence,

which, as mentioned in section 5.1, aids the generalization process.
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Figure 6.1: Block diagram of the m-th LSTM module, as described on equations (6.1)-(6.6).
The activation functions depicted on a white background contain the learnable weights.

Each step of the sequential model can be abstracted within a LSTM module (contain-

ing multiple LSTM units), as depicted in figure 6.1. This module abstraction is in fact the

consequence of unrolling the LSTM, as the weights are shared between modules. The

output of the m-th LSTM module can be written as

hm = om � tanh (Cm) , (6.1)

where Cm is the cell state, om is the output gate, � denotes the Hadamard product, and

tanh(·) represents the hyperbolic tangent function. The output gate, containing a mixture

of the current input sample being assessed and the previous module’s output, selects

which parts of the cell state’s information are to be passed to the module output. More

specifically, the output gate is written as

om = σ (Uo [hm−1; xm] + bo) , (6.2)

where σ (·) denotes the sigmoid function. Consistently with the previous sections’ nota-

tion, U, b, and x represent weights, bias, and BFF data (as a vector), respectively.

The cell state is defined as

Cm = fm � Cm−1 + im � C̃m, (6.3)

in which fm represent the forget gate, and im the input gate. The forget gate controls which

information should the cell state discard, relative to its own past state, while the input
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Figure 6.2: Representation of an LSTM model applied to the BFF data, with M = 3. Each
LSTM module is as depicted in fig. 6.1, where the first module’s historical inputs (h0 and
C0) are randomly initialized.

gate filters the information contained in C̃m, which will then be added to the cell state.

These two gates’ expressions are given as

fm = σ
(
U f [hm−1; xm] + b f

)
(6.4)

and

im = σ
(
Ui [hm−1; xm] + bi

)
, (6.5)

while the candidate values to be added to the cell state, C̃m, are given by

C̃m = tahn
(
Uc [hm−1; xm] + bc

)
. (6.6)

Throughout equations (6.1)-(6.6), there are two different activation functions: the sig-

moid and the hyperbolic tangent. The former, whose output ranges from 0 to 1, is used

as an information filter (gates), while the later, ranging from −1 to 1, adds the critical

non-linearities, while limiting the output range of the data that is passed between LSTM

modules. As shown in fig 6.2, fully connected layers are usually placed after the last

LSTM module, mapping its last output vector hM to the desired output information (ŷ).

Compared to a traditional RNN, an LSTM adds the cell state which, as it can be seen

above, adds three sets of learnable weights. However, the addition of the cell state allows

the system to latch on to particular information parts, and thus improve the quality of

the system’s memory. In the particular case of outdoor positioning, it should help the

system to retain details such as the movement category and direction, even if the user

temporarily stops moving (which often happens in practice).

76



6.2 Temporal Convolutional Networks
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Figure 6.3: Core of a TCN model with M = 7, excluding the output layer after the last
residual block’s output (ỹ). With each subsequent residual block, the receptive field in-
creases exponentially, due to the dilation factor d. The dashed lines depict the residual
connections.

6.2 Temporal Convolutional Networks

Although LSTMs are an effective tool to learn from sequences, they are often notori-

ously difficult to train [80]. Moreover, as discussed in [18], there are multiple sequence-

based problems for which CNN provide the best solution (e.g. audio synthesis in [81],

where the convolution is applied over the time-domain). To harness the potential of the

convolution operation, which is naturally suited to handle sequences, while being able to

process sequences of arbitrary length, the TCN were proposed in [18]. In its original pa-

per, TCNs surpassed LSTMs in multiple tasks where LSTMs were the state-of-the-art [18].

The work made for this Thesis is the first to apply TCNs in the context of positioning.

TCNs, when compared to a typical CNN, have three key differences. First and fore-
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most, any non-sequence-dimension (feature) size mismatch between two subsequent lay-

ers is dealt through a 1D convolution [82]. This ensures that for each step in the input

sequence, there is a single corresponding step in each hidden layer (as observable in fig.

6.3).

If the convolution is to be applied directly over the sequence dimension, its size can

quickly become unbearable. As such, the second feature of a TCN is the introduction

of dilated convolutions, which enable an exponentially large receptive field. The dilated

convolution operation F on element m of the sequence x, using a filter f , is defined as

F[m] =
(
x ∗d f

)
[m] =

L

∑
l=1

f [l] · x[m− d · l], (6.7)

where L is the length of the dilated convolution, and d is the dilation factor. Since d is

set to grow exponentially with the depth of the network, each subsequent layer can be

interpreted as a zoom out in the sequence data, enabling the network to perceive larger

sequences with few learnable parameters. If the TCN’s receptive field is larger than the

input sequence, the input sequence can be zero-padded.

Finally, the last key element of a TCN is the use of the residual block [83]. With the

TCN’s residual block, the network has access to the original input data every two dilated

convolution layers, which is critical to stabilize large networks. More formally, if x is the

input of a given residual block, its output ỹ defined as

ỹ = a
(
F (x) + x

)
, (6.8)

where a is an activation function, and F represents a series of transformations corre-

sponding to the two dilated convolutions within the residual block (with 1D convolu-

tions being used to match x to F (x), if needed). By stacking these residual blocks, a TCN

is built. The output of the last residual block, ỹ, must then go through the output layer,

so as to extract the desired prediction (ŷ).

6.3 Simulation Apparatus

The tracking system described in this Chapter is an extension of the single-point es-

timate system studied in Chapter 5. As such, most of the simulation apparatus for this

section is identical to that Chapter’s, with one addition: the sequences of BFFs.

To generate the sequences of BFFs for LSTMs and TCNs, three types of synthetic user

paths were carefully designed: static, pedestrian-like, and vehicle-like. While users in
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Table 6.1: Synthetic Path Generation Parameters

Parameter Name Pedestrian-like Vehicle-like
Default Speed (m/s) 1.4 8.3
Maximum Speed (m/s) 2.0 13.9
Maximum Acceleration (m/s2) 0.3 3
Maximum Direction Change ( ◦/s) 10.0 5.0
p( No Movement Change ) 0.8 0.8
p( Full Stop ) 0.1 0.02
p( Speed Change ) 0.05 0.05
p( Direction Change ) 0.05 0.13

static paths remain in the same position for its complete duration, users following the

other two path types move according to the specifications depicted in table 6.1. The

pedestrian-like paths were generated with the typical human preferred walking speed (5

km/h), but can quickly stop or change their direction. On the other hand, vehicle-like

paths were generated with higher default speed (30 km/h) and maximum allowed ac-

celeration, but with a restricted steering angle. The probabilities depicted in the bottom

half of table 6.1 are applied once per second, where a full stop stops a user for a second,

before restarting its movement in a random direction (uniformly sampled) with the de-

fault speed, and the speed and direction changes modify the existing speed or direction

by a value uniformly sampled between the specified maximum and its negation (e.g. a

vehicle-like path can decelerate or accelerate by an amount between −3 and 3 m/s2).

To mimic typical civilian GNSS receivers, the sequences of BFFs are then created by

drawing a noisy BFF sample once per second (i.e. sampled at 1 Hz), resulting in se-

quences as depicted in fig. 6.4. To be representative of a real scenario, where most users

are moving, there is a ratio of 8 : 1 moving to static paths (the moving paths are evenly

distributed between pedestrian- and vehicle-like paths). The test sequences, correspond-

ing to 20% of the generated paths, are hidden while training, to avoid a simple mem-

orization of paths. As in the previous chapter, the total training time required for the

presented results was also taken in account – training any of the assessed architectures

with the defined parameters takes less than 10 hours on a Nvidia GTX 780 Ti GPU, using

Google’s TensorFlow framework [76]. Similarly, since reproducibility is fundamental to

validate and move forward with investigation, the simulation code and the used data are

also publicly available1.

The experiments in the next section will also assess the energy efficiency of the posi-

1https://github.com/gante/mmWave-localization-learning
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Figure 6.4: Examples of the generated sequences, sampled at 1 position per second during
13 seconds. The pedestrian-like sequences have a low average speed and can frequently
change their direction, while the vehicle-like sequences display the opposite behavior.
The dark area corresponds to the positions present in the BFF dataset.

tioning method, including the DL architectures from both chapters. When the position

inference is done in the BS, the equations from section 4.5 will be used. However, to as-

sess the energy consumption when the computations are to be performed in the mobile

device, a low-power, edge GPU is used (Nvidia Jetson TX2 [69]). The repository with the

simulation code linked above also includes all the instructions required to reproduce the

energy consumption measurements for this family of devices.

6.4 Simulation Results

Throughout this Chapter, two DL architectures suited to deal with the tracking prob-

lem were presented: LSTMs and TCNs. The accuracy obtained with both architectures

for multiple sequence lengths (M) is plotted in fig. 6.5, where it is clear that TCNs out-

perform LSTMs in the context of BFF tracking. For LSTMs, the achievable accuracy gets
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Table 6.2: LSTM and TCN Hyperparameters

Parameter Name Value for LSTMs Value for TCNs
LSTM Units 512 —
TCN Blocks — [2, 3] (depending on M)
TCN Filter Length — 3
TCN Features — 512
MLP Layers 2 (512 neurons each) 0
Regression Output Linear with 2 Neurons (2D position)
Total # of Sequences 720918
Sequence Length (M) [4, 13]
Epochs Up to 100 (early stopping [77]

after 5 non-improving epochs)
Batch Size 64
Optimizer ADAM
Learning Rate 5× 10−5 5× 10−4

Learning Rate Decay 0.995
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Figure 6.5: Prediction error comparison of LSTMs and TCNs for multiple values of M,
considering an average noise value (σ = 6 dB). On the considered BFF tracking problem,
TCNs outperform LSTMs, especially for shorter sequences.

better as M increases, with visible diminishing returns. TCNs, on the other hand, sat-

urate their performance with short sequences (M = 7), and their performance slightly

decays with longer sequences.

In fig. 6.6, the performance of the TCN architecture for multiple noise values is pre-

sented, considering the best performing sequence length (M = 7). As expected, higher
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Figure 6.6: Performance of the TCN architecture by sequence type for multiple noise
values, with M = 7. Due to the higher number of moving paths seen during training, the
system is better suited to track moving targets.

noise values correspond to higher estimation errors. At a low noise level (σ = 2 dB),

the TCN can achieve average and 95th percentile errors of 1.78 and 4.13 m, respectively,

which corresponds to an average error reduction of 46% (48% for the 95th percentile)

when compared to the best results for the single BFF positioning system, as shown in

Chapter 5. Also in fig. 6.6, the error for the three types of generated sequences is shown.

Static sequences have slightly worse accuracy, likely due to the unbalanced sequence

type distribution, and to the fact that pedestrian-like sequences are quite similar to them.

That performance difference also depends on the noise level: with σ = 2 dB the static

sequences’ error is ∼ 35% larger, compared to ∼ 15% with σ = 10 dB. Therefore, a high

noise value acts as a strong regularizer, forcing the model to generalize and resulting in

smaller error discrepancies. It is important to mention that these results were obtained

with randomly generated synthetic paths and, as such, no movement type segmentation

nor traffic rules were included in the data. A real-world dataset would very likely ob-

serve these phenomena, which would be an additional source of information to aid the

learning system.

The positioning task often sees error spikes, which are undesirable. In the results de-

scribed for the single BFF positioning method, it is clear that there are significant spikes,
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Figure 6.7: Cumulative histogram of the error obtained for the TCN architecture, assum-
ing sequences of 7 BFFs and a noise σ of 6 dB. Due to the use of multiple BFFs per position
estimate, the model is better suited to deal with occasional noise spikes in the samples,
resulting in moderate error for the top percentiles.

as its RMSE is significantly higher than its average error (19.7 m vs. 4.73 m, for K = 64

and σ = 6 dB). From a statistical point of view, the use of sequences should attenuate that

issue, as it is very unlikely that the multiple BFFs gathered throughout several seconds

all suffer from a noise spike. By assessing fig. 6.7, it is visible the positive impact of the

tracking methods, with the error peaking at 20 m. In fact, the RMSE for a sequence of 7

BFFs and a noise of 6 dB is 3.64 m — 5.41× smaller than the previous results in Chapter

5, and 9.62× (almost an order of magnitude) smaller than the results in [59].

Throughout section 4.3, two features were pointed out as major influences of the BFF

positioning accuracy: the number of received paths, and the selected sampling frequency.

Considering the used frequency of 20 MHz, as well as the maximum theoretical spatial

resolution per path, given in eq. (4.2), it is interesting to notice that the proposed system

does leverage the information from multiple paths, as its error is far below the single-path

limit of 15 m. In fig. 6.8, the distribution of sequences and errors by the total number of

detected path clusters (i.e., the number non-zero entries for all BFFs in a sequence) is

shown. Although there are visible diminishing returns, the number of received paths has

a positive impact on the prediction error, as expected.
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Figure 6.8: Distribution of sequences and errors by the total number of detected paths
(i.e., sum of non-zero entries in the BFFs), assuming sequences of 7 BFFs and a noise σ of
6 dB. When few paths are detected, the prediction error soars.

Table 6.3: Number of learnable parameters, training time, and inference throughput in a
desktop GPU for the tested DL architectures

DL Architecture L. Parameters Training Time Inference Throughput
CNN 3.37× 106 328 mins 19.15× 103 predictions/s
Hierarchical CNN 220× 106 651 mins 9.439× 103 predictions/s
LSTM 7.15× 106 453 mins 4.249× 103 predictions/s
TCN 7.67× 106 432 mins 3.849× 103 predictions/s

The last set of accuracy results is shown in fig 6.9, where the average prediction error

was computed for each position. Comparing with fig 3.2a, it is possible to verify that

the system was able to return an accurate estimate whenever there is mmWave coverage.

Moreover, the obtained error has no visible dependence on whether the position was

in LOS or NLOS. As such, the proposed BFF tracking system achieves state-of-the-art

accuracy for NLOS positioning with mmWave.

Having thoroughly discussed the accuracy achievable by the considered DL archi-

tectures, it is also important to compare the corresponding computational cost. To that

end, Table 6.3 compares three important attributes: the models’ size in terms of learnable

parameters, the time required to train them, and their inference throughput rate. The

reported results were averaged over five runs with an Nvidia GTX 780 Ti GPU, using
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Figure 6.9: Average error per covered position for the TCN architecture, assuming se-
quences of 7 BFFs and a noise σ of 6 dB. Given that the transmitter is at the center of
the image (red triangle), it is possible to confirm that being in a NLOS position is not a
constraint for the proposed system.

Google’s TensorFlow framework [76] and the hyperparameters considered throughout

most of this subsection (σ = 6 dB, K = 64, M = 7, and the hyperparameters reported in

Tables 5.2 and 6.2).

Observing the top half of Table 6.3, it is noticeable that the hierarchical CNN uses

far more learnable parameters than its non-hierarchical counterpart, while also requiring

roughly double computational time for training and inference. The cause is straightfor-

ward, as the hierarchical CNN contains K + 1 models, and thus has roughly as many

times more learnable parameters when compared to the standard CNN. The hierarchical

CNN is therefore an expensive source of accuracy gain, which should only be used if

spare resources are available.

In the presence of tracking, the choice between LSTMs and TCNs is less clear-cut:

while TCNs have better accuracy and training time, they also have more learnable pa-

rameters and a lower inference throughput. It is also important to notice that TCNs only

have a shorter training time because early stopping is employed, and the performance
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Table 6.4: Energy consumption of inference for the tested DL architectures on a mobile
GPU (Nvidia Jetson TX2). The power values are in mW.

Samples/s GPU Power Memory Power Total Power mJ/sample
CNN 3194.4 780 1141 3820 1.196
HCNN 1577.3 773 1210 4010 2.542
TCN 1367.1 4284 2271 9259 6.773
LSTM 1833.4 3747 2273 8682 4.735

on the validation set converges in fewer epochs. The main cause for this is the aforemen-

tioned difficulty in training LSTMs. Another interesting observation is that the tracking

systems assessed in this Thesis contain roughly two times more learnable parameters

than the standard CNN, and have less than half the accuracy error. This demonstrates

that LSTMs and TCNs can build efficient representations of the system model.

6.4.1 Comparison with the State-of-the-Art

To finalize this Thesis’ experimental results, the device-side energy efficiency of the

BFF position estimates is assessed. This quantity, the energy-efficiency of a position es-

timate at the device-side, often dictates whether a positioning method can be deployed

or not. The current positioning methods already place a significant energy strain to pow-

erful mobile devices such as smartphones [84], let alone to smaller devices with more

restricted energy sources. Therefore, to replace the de facto positioning method (A-GPS

MSB), a new contender must provide a higher energy-efficiency with at least similar ac-

curacy levels (as the existing accuracy is good enough for most uses).

As mentioned in the previous sections, the proposed system has two modes of opera-

tion: either the mobile device sends the BFFs to the BS, delegating the inference process,

or the mobile device computes the position estimate itself. The first mode of operation,

where the mobile device can be unaware of the methods used to estimate its position,

has its energy requirements independent of the DL architecture used. The equations

shown in section 4.5 are evaluated with the parameters from table 5.1. Considering

PRx = 125 mW [67] and Tguard = 2.9 µs, so that a PDP is collected every 7 µs, the system

would require 0.224 mJ to obtain the data regarding the received radiation. The previous

value considers BTx = 32 and BRx = 8, as discussed in the previous apparatus sections.

From the simulations performed, the average number of non-zero entries per sample (V)

ranged from 63.38 to 68.62, for σ = 10 dB and σ = 0 dB, respectively. Therefore, assuming
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Figure 6.10: Average error vs average energy required per position fix for the positioning
technologies discussed in this paper. The proposed system is plotted for its two operation
modes, depending on where the DL inference is computed. As it is observable, the pro-
posed system has an accuracy comparable to A-GPS, while achieving energy efficiency
gains exceeding 47× per position fix.

a network energy efficiency of 0.2 µJ per transmitted bit [68], the system would need be-

tween 0.152 mJ (σ = 10 dB) and 0.165 mJ (σ = 0 dB) to upload the gathered information

to the BS, on average. Combining both, the mobile device would need to spend between

0.376 and 0.389 mJ per position fix.

During the second mode of operation, the computations happen at the mobile de-

vice, and thus the energy consumption greatly depends on the DL architecture used. The

DL architectures mentioned throughout chapters 5 and 6 were implemented in a mobile

GPU (Nvidia Jetson TX2 [69]), with the results shown in table 6.4. Note that the energy

required to obtain the BFF (0.224 mJ) must be added to the values shown in the table,

representing the cost of inference for each position estimate. Although this mode of op-

eration seems to be less energy-efficient, the used GPU is still over-dimensioned for the

problem (only a few samples per second are required), and there are known techniques

to reduce the energy consumption at the inference stage, as elaborated in section 7.2.

In order to comparatively assess the energy consumption of the proposed methods

for positioning and tracking, the energy consumption values for other positioning meth-
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ods are revisited2. For MSB A-GPS systems, the used data was taken directly from [45]

and [46], which correspond to two state-of-the-art low-power A-GPS chips. Since the

periodicity of the position fixes has a great impact on the energy consumption and ac-

curacy of the MSB A-GPS method, two data points were considered: one for continuous

measurements of one fix per second, resulting in full A-GPS accuracy and an average

energy consumption of 18 mJ [46], and another for sporadic measurements (once per

minute), with decreased accuracy and an average energy consumption of 504 mJ [45].

When evaluating MSA A-GPS systems, the majority of energy consumption goes to the

uplink transmission, which depends on the network used. Therefore, to enable a fair

comparison, it is assumed that the MSA A-GPS system also has access to energy effi-

cient mmWave networks. In order to obtain a position fix, the system in [48] takes binary

samples of the GNSS signal at 16.368 MHz during 10 ms. Considering a network energy

efficiency of 0.2 µJ per uploaded bit [68], that system would require 32.736 mJ to obtain a

position fix with an average error of 14 m.

Putting all together, fig. 6.10 plots the energy consumption versus the accuracy for

the aforementioned methods. For better visualization, all data points for BFF positioning

use the same medium noise value, σ = 6 dB, and for the case where the inference is done

at the BS, the most accurate DL architecture is used. For all sequence-based methods,

a sequence length of M = 7 is considered. When compared to the assessed A-GPS im-

plementations, the BFF positioning system with inference made at the BS shows energy

efficiency gains of 47× for continuous measurements (vs A-GPS MSB), and 85× for spo-

radic position fixes (vs A-GPS MSA using a mmWave network), while keeping slightly

better accuracy levels. Furthermore, the proposed method is available whenever there

is mmWave coverage, while requiring no additional hardware at devices with mmWave

capabilities. As such, in this Thesis we can conclude that BFF-based positioning methods

can dethrone GNSS-based methods as the default commercial positioning systems, with

their much higher energy efficiency.

6.5 Summary

Many positioning systems, such as all GNSS-based approaches, leverage the fact that

movement is bound by physical laws, particularly with respect to velocity and accelera-
2To the best of our knowledge, the energy consumption for other mmWave positioning methods has yet

to be studied.
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tion. Those techniques are often referred as tracking, and can increase the performance of

a positioning system significantly. This chapter brings the same techniques to augment

the solutions adopted in Chapter 6, through the use of models that can digest sequences

of BFFs.

Two DL architectures are considered in this Chapter. Section 6.1 presents LSTMs, the

standard modern approach to learn sequences. However, LSTMs are notoriously difficult

to train and very sensitive to the hyperparameters selected. Consequently, section 6.2

discusses a potential alternative, called TCN.

The apparatus to simulate a model that is able to track a user is quite similar to the

apparatus in the previous Chapter, except for one distinction: the movement of the users

must also be simulated (as covered in section 6.3). As expected, in section 6.4 we can

see that the tracking approaches are far superior than their non-tracking counterparts.

The new accuracy results place the BFF positioning system even farther away from other

mmWave positioning systems that can handle NLOS positions (especially in terms of

RMSE), and can even beat GNSS systems.

After the accuracy of the BFF system was validated, one question remained: how

does its energy consumption fare against known positioning methods’? The last part of

section 6.4 concludes that a BFF positioning system can beat all known alternatives by a

significant margin, especially if DL inference is delegated to the BS. To conclude this Part,

subsection 6.4.1 places all obtained results in perspective: the positioning approach pro-

posed in this Thesis has better accuracy than the incumbent positioning method (A-GPS

MSB), while delivering massive energy efficiency gains.
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The introduction of millimeter wave communications in the context of 5G will open

up a significant amount of bandwidth, resulting in massive theoretical improvements.

However, bringing those improvements to practice is not a trivial task, as the physics

underlying the radiation propagation change dramatically. This Thesis tackled two of the

major millimeter wave communication problems under active research: beamforming

selection and positioning.

7.1 Conclusions

In the second Part of this Thesis, two new beam search algorithms were proposed.

These methods create a set of likely viable beamforming configurations, given the users’

positions and a pre-constructed model, which can be tested first as part of the standard

beam search procedure (as opposed to a random search). Although they do not guar-

antee a feasible solution (let alone the optimal solution), they are the first algorithms to

be able to generate highly plausible multi-user spacial-multiplexing beamforming solu-

tions with a high number of served users under a very limited time frame. In particular,

the simulations shown in this Thesis demonstrate that non-optimized code can generate

beamforming combinations for more than 10 simultaneous users under 600 µs, far below

the 1 ms objective for 5G, in very realistic simulation environments. While the sugges-

tions are prone to error, the global result should yield a considerable gain, since they

greatly reduce the required search space. With a reduced search space, larger codebooks

become possible, allowing for higher area spectral efficiency capabilities and paving the

way for next generation communication networks.

In the context of outdoor positioning, using millimeter waves means that the typical

geometrical approaches are no longer reliable for NLOS positions, which are a common

occurrence. The third Part of this Thesis focuses on the concept of beamformed finger-

prints, which was coined in a recent work, proposing a new positioning approach that is

able to outmatch many existing positioning techniques in several aspects.

The beamformed fingerprint, which is able to gather detailed latent information with

respect to the surrounding environment, can be used as the data source to train a deep

learning model, which is able to convert subsequent beamformed fingerprints into a de-

vice’s position. The resulting models, which can either do ad hoc positioning or tracking

(depending on the model architecture), are the first systems to achieve NLOS mmWave
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outdoor positioning accuracies on par with GNSS systems, outclassing all other mmWave

positioning methods in this regime. In fact, the simulated tracking systems are able to

deliver average and 95th percentile errors of 1.78 and 4.13 m, respectively, which are con-

siderably below the 3 and 7 m (again, average and 95th percentile errors) for A-GPS MSB

commercial systems.

Demonstrating the accuracy levels of a positioning method is a critical milestone, but

no positioning method is actually deployed if it is not practical. Consequently, a signif-

icant part of this Thesis is devoted to practical aspects of the beamformed fingerprint

positioning method, with special focus on the mobile device. The signal acquisition at

the mobile device is assumed to be done with bandwidth levels already used by LTE

networks, which are far below the expected for mmWave communication channels, and

assumes simple binary samples of the signal existence. This means that any mobile de-

vice with mmWave capabilities should be able to use the proposed method straight away

(as opposed to GNSS approaches, which require dedicated legacy hardware). The sim-

plicity of the beamformed fingerprint signal has another critical aspect: if the positioning

inference is delegated to the BS, the mobile device only needs to spend less than 0.4 mJ

per position fix, which is approximately 47 times more energy efficient than low-power

A-GPS MSB commercial systems. These gains are even bigger for sporadic position fixes

(at least 85 times more efficient), and the proposed system would not suffer from accu-

racy degradation under that regime, as opposed to GNSS systems. Finally, as the cherry

on top of the cake, the beamformed positioning system only requires a single BS to op-

erate, as opposed to at least three (as in most methods), which means that it can deliver

position estimates whenever there is mmWave coverage. Weighing in all benefits, the

proposed beamformed positioning method proposed in this Thesis has all the arguments

to dethrone GPS as the standard commercial positioning method.

7.2 Future Work

In Section 4.3, the fingerprint data was established as the critical aspect of a fingerprint

positioning method, and thus it is one of the key subjects of this Thesis. However, as

seen in the sections 5.4 and 6.4, the used Machine Learning (ML) method also plays an

important role in the outcome, both in terms of achievable accuracy and energy efficiency.

As such, this section lists recent techniques that can potentially be used to improve the
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obtained results, as future work.

The idea of data segmentation was developed throughout section 5.2 and validated

in section 5.4. The first stage of the hierarchical CNN is a classifier where the probabil-

ities of each sub-region matter, and thus the calibration of its output would likely yield

better downstream results [85]. However, while an explicit hierarchical representation of

the data is helpful, that representation also requires one additional step when training

the system, and the optimal representation of the hierarchy might change over time. To

handle this problem, the concept of manifold regularization [86–91] can be used, where

better representations are learned from the data while training the model, through rank

minimization of the observed results in the hidden layers. More specifically, if the output

matrix for a set of inputs at a given layer is denoted by N, the rank minimization problem

can be written as

min
L,E

rank(L) + λ||E||l , s. t. N = L + E, (7.1)

where L is N’s low rank approximation, E is the approximation error, λ > 0 is an hy-

perparameter that controls the tolerance to approximation errors, and || · ||l indicates a

certain regularization strategy (e.g. Frobenius Norm). The rank minimization problem

is known to be NP-hard, but fortunately the nuclear norm (|| · ||∗) can be used as a re-

laxation of the problem, as minimizing it corresponds to the minimization of the rank’s

convex envelope [92]. Therefore, eq. (7.1) can be rewritten as

min
L,E
||L||∗ + λ||E||l , s. t. N = L + E, (7.2)

where

||L||∗ = trace
(√

L∗L
)

. (7.3)

The exact implementation details to obtain the low-rank approximation L can vary, with

methods based on Laplacian matrices and Augmented Lagrangian Multipliers (ALMs)

being used in the aforementioned references. Solving the manifold regularization prob-

lem through ALM is mandatory for DNNs trained with large datasets on GPUs, as it is

compatible with batch updates [93] (as opposed to solving the problem through Lapla-

cian matrices, which would result in matrices too large to fit in GPU memory). With

manifold regularization, the hierarchical representation of the data can be implicitly in-

corporated in the model, usually resulting in improved results.

Manifold regularization is also tied to implementations of multimodal and multi-task

learning [88, 94, 95]. In practical scenarios, there will be multiple positions that are cov-
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ered by more than one BS — multimodal learning can help training a model from mul-

tiple data sources, while multi-task learning would enable a single model for an area

covered by several BSs. Therefore, by being able to train a model with an unified loss

functionL that includes manifold regularization, the system can potentially capture more

information about the target area, and thus yielding better predictions.

A different concept that might also result in improved models is attention [96–98],

which is typically applied to sequences. With the attention mechanism, a model can

learn to focus on subtle details of the data sequence, and more easily digest long data

sequences from heterogeneous patterns. To apply attention over a packed sequence of

vectors X ∈ RM×dx (where dx is the length of each vector), three sets of learnable weights

are needed: UQ, UK, and UV, all dx by dk matrices (where dk is an hyperparameter). By

multiplying X by those weights, we obtain Q, K, and V, which stand for query, key, and

value, respectively. The output attention matrix, which will be used as an input to further

NN layers, is then given by

Attention (Q, K, V) = softmax

(
QKT
√

dk

)
V. (7.4)

Each row of the attention output is a weighted sum of the of the rows in the value matrix,

where the weights are given by the softmax of a score (in this case, a scaled dot product)

between the keys and the considered query (row). Intuitively, we obtain how relevant

is each element in the sequence to predict a target at the sequence member under eval-

uation. The attention mechanism can be expanded into multi-head attention [97], where

each head can be seen as a traditional attention element. The multi-head attention en-

ables the model to focus on multiple details over diverse sequence elements, and can be

written as

MultiHead = concat (head1, . . . , headh)UO, (7.5)

where

headi = Attention (Qi, Ki, Vi) , (7.6)

h is the number of heads, and UO is a learnable projection matrix, whose objective is to

project the output of all attention heads into the size of a single head’s output, so that

the multi-head attention output size is invariant to the number of heads. Please note that

each attention head has its own set of query, key, and value weights, and thus they can

learn to focus on different details. In the context of this problem, the most straightfor-

ward application of the attention mechanism is over tracking, i.e., over the sequence of
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BFFs. From a high-level perspective, it should enable the model to distinguish subtle

trajectory changes – e.g. if a ground vehicle has moved to the right-most lane just before

an intersection, it is likely that it will turn right in that intersection.

The attention technique described above increases significantly the complexity of the

model, which also translates to lower energy efficiency. It is also possible to alter the

model in the opposite direction, sacrificing some accuracy in order to obtain higher model

energy efficiency. In [99], the authors show that it is possible to train a smaller model

from a larger model, retaining most of the larger model’s precision, in a technique called

distillation. The drawback of using distillation is that not only some precision is lost, but

also training becomes more expensive – given that a model per BS is needed, the cost

can be non-negligible. Finally, if the hardware used for the DL inference allows it, it is

possible to trade some accuracy for energy efficiency through operations with fewer bit

resolution. In fact, it was shown in [100] that representing the weights of a DNN with

a single bit can result in very competitive results. This particular solution is particularly

beneficial if the BFF position inference is to be computed at the mobile device, as the cost

for transmitting and storing the networks’ weights is drastically reduced.
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